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INTRODUCTION

Information Storage and Retrieval (IFT 232) is &-@@mester course in
the first year of the Bachelor of Science degreeCammunications
Technology, Computer Science, and Data ManageniEiit.232 is
simple and non-technical.

The course consists of 18 units of reading matesiich should engage
you for about 17 weeks. Each unit is designed d@ige reading material
for two to three hours of study. You have no addail burden of reading
supplementary materials. This course does not mequior skills in any

area of knowledge other than the general admisgquirements. The
approach at this level is to help the student tpregiate the basic
characteristics of information, the need for goodyamization of

information, and the fundamental concepts of stor@agd retrieval. You
are expected to acquire some computer skills bytithe you complete

this course so that you will be able to work thriodlge more advanced
course in your second year.

The rest of this guide will tell you what you anrgpected to learn in this
course, how to work through the course, the coraétite course, useful
information on exercises and assignments, and b@ettthe most out of
the course.

WHAT YOU WILL LEARN IN THE COURSE

Information has become a crucial commodity thatdasarket value. It
has become a major resource to be acquired, maaagezl’en controlled
for corporate and national interests. In recenades, much attention has
been given to the complementary issues of storamgk ratrieval of
information.

In this course, you will begin to appreciate theeyal concerns about the
importance of information and the need for effitispstems to process,
store and retrieve it. You will also be introdud¢edhe basic technologies
necessary for these tasks.

COURSE AIMS

The aims of this course are to help you:

master the techniques of preparing data and infitoméor storage
learn to store data and information in appropriatenats and in
suitable media

Acquire skills in retrieving data and informatiomorin an
information system.



IFT 232 COURSE GUIDE

COURSE OBJECTIVES

In order to achieve the aims of this course, a remab objectives are
specified for each unit besides the following ollenhjectives. By the
time you complete this course, you should be able t

Explain the concepts of data, data processingjrdodmnation
Distinguish between document and information anstdee the
processes of documentation

Classify information into subject categories

Analyze data and information for the purpose ofigassg it to
appropriate subject classes

Correctly assign key words to be used for retriguaposes
Describe the basic architecture of a computer dedrole of
computers in storage and retrieval

Describe the storage media in use and the basictste of
records, files, and databases

Explain the functions of database management system
Explain the concepts of information retrieval

Discuss user characteristics and user needs, wheduindamental
to information storage and retrieval

Correctly analyze requests for information and folaite search
strategies

Retrieve information from an information system

Search the internet

Evaluate the retrieval performance of an infornraggstem.

WORKING THROUGH THISCOURSE

To go through this course you are required to thadtudy units, answer
the self-assessment exercises and do the assigmmeach unit. The self-
assignment exercises are meant to help you tooremfwhat you have
learnt. It will be very helpful to you to try andiswer the questions first
before looking at the answers. At the end of the;, you will find an
assignment, which will be marked by your tutor. Wadiigently on it and
submit your work to your tutor for grading. Theduitmarked assignments
will constitute 30% of the total marks of the exaation in this course.

You will need to have access to a computer an@ulpdiir with the basic
elements of a computer system. In due course, yihthawe practical
exercises in the library and on the Internet, angsu need to have access
to these facilities.
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It is expected that you will spend on the average to three hours to
study one unit and about 17 weeks to complete thelevcourse.
However, you should realize that you are actuallyvork at your own
pace. Below are the components of this course.

COURSE MATERIALS

1 Course Guide

2 Study Units

3. Self-Assessment Exercises
4 Tutor-Marked Assignments

STUDY UNITS

There are 18 study units which you will work thrbug this course. There
are as follows:

Module 1

Unit 1 Data and Information

Unit 2 Document and Documentation Classification
Unit 3 Classification

Unit 4 Subject Indexing

Unit 5 Indexing Language

Module 2

Unit 1 Computers in Information Storage and Retlev
Unit 2 Storage Media

Unit 3 Records and Files

Unit 4 Databases

Unit 5 Database Management System

Module 3

Unit 1 Concepts of Information Retrieval
Unit 2 Role of Information Centers

Unit 3 Users and User Needs Information
Unit 4 Searching for Information

Unit 5 Document-Term Matrix

vi
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Module 4

Unit 1 Retrieval from the Internet
Unit 2 Evaluation of an Information Systems andvi®es: Part |
Unit 3 Evaluation of an Information Systems andvies: Part I

Module 1 addresses the fundamental requirementsidérstanding the
characteristics of information and systematic oizgtion

Module 2 focused the requirements for informatiamcessing and
storage

Modules 3 was much on the roles of information eentand users
information retrieval.

Module 4 units are devoted to the internet prirespbf retrieval and
evaluation of retrieval performance.

SELF-ASSESSMENT EXERCISES

These are embedded in the text of the study uvis.should be able to
answer the questions if you study the sectionb@imits very well.

TUTOR-MARKED ASSIGNMENTS

The tutor-marked assignments will be supplied to with the units. It is
absolutely necessary that you do the assignmeadts@mmit your work
to your tutor.

ASSESSMENT

There are two aspects of the assessment of thiseolhe first aspect is
the continuous assessment through the tutor-maalssdynment. The
second aspect is the final examination. The tutarked assignments will
constitute 30% of the total marks of the examimatiothis course. The
final examination will come at the end of the caur will be a written
examination that reflects the exact content ofdberse. The questions
will not be different from the types you would haalecady been familiar
with in the self-assessment exercises and tutokedaassignment. The
written examination will carry 70% marks.

HOW TO GET THE MOST FROM THISCOURSE

In this programme, you will not be sitting befomgydecturer to receive
lectures. The study units will replace the lectuyeu will be reading the
study units instead of listening to a lecturer. Yave the flexibility of

being able to work through specially designed oceumsterials at your
own pace. You can also choose your time and plesteidy. The contents

vii
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of the units will give you all the information axdection you need.

The units follow the same format. Each unit begwith a table of
contents, which tells you at a glance what is ceden the unit. This is
followed by an introduction to the subject mattértiee unit and the
relationship of the unit to the previous unit. THehows the objectives
in which you are told what you should be able tobgothe time you
complete the unit. It is advised that you use tludgectives to guide your
study. After the objectives, you come to the maidybof the study unit.
The text of the reading is presented in a simpiectistyle to engage your
attention and assist your concentration. You argadhrough the unit,
section after section. Make sure you fully underdta section and that
you have done the self-assessment exercise thieme lgoing to the next
one. The conclusion that follows the main bodyhef tinit gives you an
overview of what you would have achieved in the.uviou should also
refer to the objectives of the unit to assure yelfirthat they have been
met. If you are not satisfied that you have achdest that you were
expected to achieve, just go through the unit agéie summary of the
unit relates what you have learnt in the unit t slubject matter of the
next unit, thus building a "bridge" between the wvuots. In this way you
can see a logical connection between all the units.

You will find this course quite interesting and teeidy units quite
readable. The only problem that you need to wobua is your ability
to create a conducive environment for your studyu Yiave to work out
your timetable, time and place of study; and derrates a serious
commitment to your study.

SUMMARY

This course should equip you with basic skillsiformation storage and
retrieval. It is neither abstract nor highly thetaral. Both the course aims
and objectives have been set out at the beginditigequide.

They are all realizable. It is hoped that you Wit the course interesting

and challenging and that you will enjoy reading tberse material. We
wish you brilliant success.

viii
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MODULE 1

Unit 1 Data and Information

Unit 2 Document and Documentation Classification
Unit 3 Classification

Unit 4 Subject Indexing

Unit 5 Indexing Language

UNIT 1 DATA AND INFORMATION
CONTENTS

1.0 Introduction

2.0  Objectives

3.0 Main Content

3.1 Data

3.1.1 Data Processing

3.1.2 Information

3.2 Value of Information

4.0 Conclusion

5.0 Summary

6.0 Tutor-Marked Assignment
7.0 Reference/Further Reading

1.0 INTRODUCTION

In this unit, you will learn to use the terms: dartal information correctly.
You will appreciate the value of data and informoati

2.0 Intended Learning Outcomes
At the end of this unit, you should be able to:
v Explain the meaning of data

v Explain the concept of data processing
v Explain the meaning of information.



IFT 232 INFORMATION STORAGE AND RETRIEVA

3.0 MAIN CONTENT
3.1 Data

The word "data" is the plural form of the word "diat’. Data may be
regarded as symbols or figures that have potemtiale or to which

meaning can be given. Data is a raw material flmrmation technology
is crude oil is to oil industries. Now, let us cm®s how people record
events. Think of the old man in the village who mathe strokes of chalk
on the lintel of his front door to remind him thatwas exactly nine

hundred naira that he borrowed. Each time he paak lone hundred
naira, he wiped away one stroke, when he was algayt back a multiple
of one hundred naira, he cleaned off the correspgntimber of strokes.
Would you not consider such a man as well orgarfizé¢el kept accurate
data. He could always tell how much of his debt watstanding by
counting the number of strokes left. Those strokeght not mean

anything to someone else but they mean a lot footth man. Look at the
Table 1 below and try and make some meaning oiit of

Table 1: Three Ways of Recording Data

Column 1 Column 2 Column 3
Sunday 12
Monday B 3
Tuesday - 3
Wednesday ‘l 3
Thursday pise A 5
Friday n 6
Saturday N 7

e

You may not know the events that were recordedybut can see the
frequency of occurrence for each day of the weeku@n 1 shows how
a little boy recorded the number of cars that camkis father's house
during a particular week. Column 2 shows the nundferows a dealer
sold in a space of one week. The record was kepisggon. Column 3
illustrates the number of phone calls a young laelyeived during a
particular week.

If you ask all the pupils in a class in a primacicol to write their names
on a sheet of paper and against their names \gtedges, you will have
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another set of data, namely age distribution ofpiinals in the class. The
statistical data of the last local government &&cin 12 wards of a local
government is captured in Table 2.

Table 2: Data from a Local Government Election

Ward Number of Number of Registered Voter  Votes

1 1,567 1,323
2 89¢ 892
3 1,08¢ 99t
3 1,00z 857
5 1,80z 1,63¢
6 1,33i 99¢
7 1,291 1,29t
9 2,002 1,32¢
1C 1,06¢ 99¢
11 1,15¢ 1,03¢

&l%w consider the vot9e7s/on four motions?%ea statgsk of assembly. The
following data were generated in Table 3.

Table 3: Data from the Votes on Four Motions in &State
House of Assembly
YES NO ABSTENTION
Motion 1 18 7 2
IMotion 2 11 12 3
IMotion 3 13 8 6
IMotion 4 9 17 1

Self-Assessment Exercise
Answer the following questions by choosing the nsustable option:

1. What is the primary difference between dataiafatmation?

A. Data is processed while information is raw

B. Data is raw material while information is tleetcome of data
processing

C. Data and information are the same thing

D. Data is more valuable than information

2. Which of the following is NOT a way of procesgidata mentioned in
the unit?
A. Visual inspection
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B. Statistical techniques
C. Arithmetic processes
D. Physical transformation

3. What enhances the value of information accortbrifpe unit?

A. Only accuracy and relevance

B. Accuracy, relevance, timeliness, source, aiddtedness, and
packaging format

C. Only timeliness and source

D. Only the packaging format

4. According to the examples in Table 1, what doekimn 1 represent?
A. Number of phone calls received
B. Number of cows sold
C. Number of cars that came to a house
D. Number of people in a class

3.1.1 Data Processing

To put it simply, data processing is what we ddata in order to make
some sense out of them. For data to be usefulnged to process them.
There are many ways of processing data. We maynsiséct data and be
able to see a pattern in them. From such a patteigan make a statement
about what has happened and even take a decishus. i§ visual
inspection. Let us apply it to the sets of dat@able 1. The data in column
| show that more cars came to the house on Wedpe€adumn 2 not
only tells us that more cows were sold on Monday that sales declined
during the rest of the week. From column 3 we aanthat the young
lady received the highest number of phone callSeomday. We can add
that she is more likely to receive more calls dyitime weekend.

We can build much story on the data in Table 2edoh ward, we can
compare the number of registered voters with thaber of those that
voted. Naturally, not everyone who registered cdade, voted. We can
compute the voting rate for each ward as the peagerof the registered
voters who voted. We can find the ward with thehlesgt voting rate and
the one that comes next. We can also rank the wardsrding to the
number of registered voters and on the basis ofdh&ing predict in
which wards to expert the highest number of votdosy, here is a sticky
point: what do you say when the number of voterkigher than the
number who registered? A big mistake somewherehait¥v

Now let us turn to Table 3. Can you say somethimguathe popularity
of the four motions? Obviously, motion 1 was thestmopular. Motion
2 must have been highly controversial. Motion 4 Wwighly unpopular.

Besides visual inspection, rearrangement or sqriiata processing could
take the form of arithmetic processes such as ctngpthe sum or mean.
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Statistical techniques may also be used to showhoeh the data deviate
from some reference value or the relationshipsiwithe data. Then we
are able to make statements about the data asawedeneralize our
observations to other similar situations. Supposédound that out of 420
boys that sat for mathematics in SSSE, 303 pasgbarmedit and above;
whereas out of 392 girls who sat for it the 121spdswith credit and
above. Then we can at least say that boys do mettarldthan girls in
mathematics in that school. If we collected ouradabm a number of
schools across the country and got the same patiten we can say that
in Nigeria, boys are better in  mathematics thialils provided

that the data were generated properly.

It is difficult to estimate the volume of informati a person handles
everyday. Unless a person is sleeping, his or h&nhbs always busy
processing data and handling information. The brageives both data
and information through the eyes, for instance framat the person reads
or sees; through the ears, for instance from wiegpérson hears or
listens to; through the nose, for instance fromtta person smells, and
through the senses of touch, exposure, physicahcband taste.

3.1.2 Information

Processing of data is essential for making statésm@nthe situations or
events on which the data were obtained. Such séatesnaould be used to
guide our future response or action. This is theetion of information:
to guide a person on what to do, how and when ta. doonsequently,
information may be defined as a fact or set ofsdbat can influence a
person's response in a given situation. ldeallfgrmation reduces or
even eliminates a person's sense of uncertainty cdvéd also define
information as the outcome of data processing.

Information is a vital resource. It would be impbss to live a normal
life without having adequate information. Just inm@gwaking up one
morning to find that you are alone in the house. &N@n one other person
is around in your house, in your compound, andhérteighbourhood. A
thousand questions are racing through your mintthare is not a soul
around to answer you. You decide to move down some distance but
still there is not a single person anywhere. Whatild you do? For how
long would you be able to endure that experience?

In order to embark on tertiary education, you neetdormation to
decide what programme to choose. After completmgy yapplication for
admission, you waited with some anxiety for, infatran on whether you
have been given admission or not. You did not kadwat else to do until
you got that information. A businessman would neg@ to-date
information on the market situation, and changegowvernment policies
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that may affect his business. He would normallystdion a regular basis
with his colleagues and share information with th@wmday, people are
realizing more and more the value of information &0 a science has
developed around it. Information science is thersm that deals with the
generation, acquisition, organization, storageriendl, dissemination

and use of information, its characteristics as wasllits impact at the
individual, corporate and societal level.

Information plays a key role in every sphere d.liinformation is at the
core of success of both individuals and corporaigids in commercial
and business enterprises. Information confers cttiveeadvantage on
those who have it against their counterparts whondbd have it.
Information gives power. The countries that hawvedapacity to acquire
or generate and manage information use it to ingrtheir socio-
economic status and advance ahead of other nahiahdo not have such
capacity.

Countries in the Third World do not seem to fulppeeciate the value of
information. In many of these countries, most peaplthe civil service
and in government seem to regard information as gternment wants
the citizenry to hear, the kind of releases mad#hbyminister or ministry
of information, or the news one hears on radio tetel/ision or reads in
the newspaper. That is information quite alrightyt bt is "soft"
information. The kind of information that conferswer in our age,
include, scientific, technological, economic and velepmental
information.

The crucial importance of information has also abet that both
organizations and national governments take ap@tepmeasures to put
in place the infrastructure necessary for managing possibly for
controlling it. More and more investment is beingade in the
establishment of information systems. National,ioegl and global
computer and telecommunication networks have beerldped for the
management and communication of information. Thenttes in the
Third World have been talking of a new informatiorder. That is a
reaction against the domination by the Western amttlistrialized
countries of the global information industry.

3.0 Value of Information

The value of information is enhanced by its accyraelevance,
timeliness, source, up-to-datedness, as well agabkaging format.
Accuracy: If you have any reason to doubt the accuracy pieae of
information, you would not like to act on it. Asratter of fact, inaccurate
information could be more disastrous than no infaram. If it becomes
necessary to verify information coming from a pautar channel, the cost
of such information will be higher, and that magatiurage the use of it.
Relevance: It is quite, important that information be relevant the
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purpose for which it is needed. If you would likeread something about
the industrial revolution and a library staff givgeu a book on the
colonization of Africa, would you be pleased? Yoaymaccept the book
if you think you might have time to read it, butyaeed for information
on the industrial revolution has not yet been fatis You may in fact
reject the book. The book is still important andl i useful to someone
else but not to you at that point in time.

Timeliness: The other consideration is timeliness. For infoiorato be
useful, it must be received in good time to makkff@rence in what the
person who receives it is actually doing. If younesl the information on
industrial revolution in the course of preparing &n examination and
you could not get it until after that examinatioauywould no longer
attach much importance to it.

Source: The source of information could be very importélitte source

could have a high level of credibility so that therson using the
information could do so with much confidence. Ottiee it could have

some qualified level of credibility. Certainly yovould be more assured
of the authenticity of information when you heaatth has come from an
impeccable source.

Presentation Format: It must be noted that information has to be
presented in a way that makes it easy to use. & bummary may be
enough and much better for a business executive ghaoluminous
report. Graphic representation may carry more isgon than pages of
a statistical report. A video presentation couldb#er appreciated than
a written version on a particular subject. The reganay be the case in
another situation.

5.0 CONCLUSION

In this unit you were introduced to the basic cqtseof data and
information. You should now be able to explain tieaning of data, data
processing and information. You can now better eqpte the value of
information and the factors that determine the wisefs of information.

6.0 SUMMARY

In this unit, you have learnt what data is and miper of ways of handling
data in what is referred to as data processing. &lso learnt what
information is, the importance of information, ahe factors that dictate
the usefulness of information. In the next unituywill learn to
distinguish between information and document and wil study the
processes of documentation.
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Possible Answers to Self-Assessment Exercise

1. B - Data is raw material while information isetloutcome of data
processing

2. D - Physical transformation

3. B - Accuracy, relevance, timeliness, sourcetaigatedness, and
packaging format

4. C - Number of cars that came to a house

7.0 REFERENCE/FURTHER READING

Alo U.R., Ugah J.O. & Igwe, J.S. (2009tomputer Application &
Information Technology

Susan, A. (1972An Introduction to Computers in Information Science
Metuchen, N.J.: Scarecrow.
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UNIT 2 DOCUMENT AND DOCUMENTATION
CONTENTS

1.0 Introduction

2.0  Objectives

3.0 Main Content

3.1 Information and Document
3.2 Characteristics of Documents
3.3 Documentation

3.4  History of Documentation
3.5 Creation of Knowledge

3.6  Bibliographic Control

4.0 Conclusion

5.0 Summary

6.0 Tutor-Marked Assignment
7.0 Reference/Further Reading

1.0 INTRODUCTION

In the last unit you learnt the basic conceptsatéddata processing, and
information. Now you are about to learn the diffeze between

information and document and to be introduced théowhole process of
documentation. You will see that documentation he tssence of
research.

2.0 INTENDED LEARNING OUTCOMES
At the end of this unit, you should be able to:

v Distinguish between information and document

v Describe the characteristics of documents

v Explain the principles and history of documentation

v Explain how research contributes to the growtm@drimation and
creation of knowledge

v Explain the concept of bibliographic control.

3.0 MAIN CONTENT

3.1 Information and Document

A document is a source of information, and it is useful as the
information in it. A letter from your, uncle is @cument. So also is every
other letter you receive. Your birthday certificsdea document. It says
something about your birth. Every book you buy aut to your
collection is a document. The minutes of the megtiaf your club are
documents. Your photo albums and your photograpghshare examples



IFT 232 INFORMATION STORAGE AND RETRIEVA

of document. Your diary is another document. Weadohto the list such
documents as an issue of a newspaper or a maganieldio tape with
music or speech, a video recording of any evefitiastrip of a local
festival, directories, sales promotion brochure Eadlets, painting and
maps. Now you can see that when we use the tercuhdent” we are
actually referring to a wide range of informatiausces. A document is
therefore the vehicle conveying information.

Self-Assessment Exercise
Answer the following questions:
1. Which of the following is NOT a characteristicdmcuments?
A. Author/Writer
B. Place of Publication
C. Physical weight
D. Date of Publication
2. What does ISBN stand for?
A. International Standard Book Number
B. Internal System Book Number
C. International Serial Book Number
D. Internal Standard Book Number
3. According to the unit, what is the most impottamquirement for
documentation?
A. Technology
B. Language
C. Paper
D. Publisher
4. What are primary sources of information?
A. Textbooks and encyclopedias
B. Bibliographies and indexes
C. Research findings published in referred jalgn
D. Government reports3.2 Characteristics of Doquse

We shall now examine some of the characteriste @dcument.

Author/Writer: The first fact to note is that every document must

originate from somewhere. In many cases, thereesmdividual or more
persons who created the document. A person wheectr@adocument is
the author. If the document is a book, the autitbati the work of writing
it. This course material you are reading now waitevr by somebody
who is the author. A book may hawe author or multiple
authors. Sometimes, a number of authors contrigedéons or chapters
of a book while one of them or someone else compilese contributions

Fundamentals of Computer and
Information Technology

Edited by B.C.E. Mbam

10
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and edits them to produce the book. The lattdneseditor. On the front
back of such a book you will find something like

Sometimes the originator of a document may noubegn individual or
some individuals but rather an organization, foareple the National
Universities Commission, the Ministry of InformatidUNESCO, and so
forth. That is a case of co-operative authorshigerEthough somebody
in the organization wrote the material, it was tentin the name of the
organization.

2. Place of Publication Another feature, of a document is the place of
publication. When a document has been produceddrga quantity for
sale or distribution, it is said to be publishetieTplace where the work
of preparing the document was done is the placegation. Usually, the
place of publication is the place where the pulelidias its main office.
However, a publisher may publish a document in ntba& one place.
Take any book and inspect the title page or thersevof the title page
and you will find where the book was published.

3. Publisher: The publisher is the person that processed antigphkinok.
There are a number of well-known publishers in NageThere are also
many little-known publishers.

4. Title: After the author, the title of the document follows a
bibliographic record. The title is the name tha #uthor gives to the
document. The title could be in two parts: the ntile followed by a
sub-title, for example: "Computer Concepts: A Udeerspective.”
Besides identifying a document, the title couldaisve a glimpse into
what the document is about. The title above sugdbkat the book is about
computers. It must be noted that this is not alwthgscase. If you see a
document with the title, "An Enterprise in Futilitwould you be able to
guess what it is all about?

5. Edition: Another feature that may identify a document isedéion.
A new edition comes out when a document is reviRedision is usually
necessary for the purpose of correcting errorsdoe@ment, enhancing
aspects of the document, supplying new informagapanding the scope
of coverage and so forth. Some documents go througy revisions,
which generate successive editions. Two differgtians of the same
document are actually regarded as two differentioiemts.

6. Date of Publication:The date of publication is no less important. The
date of publication says how recent the documeiht iIsome subiject field
publications become quickly out of date.

7.1SBN: Lastly, we should mention the unique identificattarmber that
every book should have. It is called the ISBN (in&tional Standard
Book Number). It is a 13 digit number, for instar®#3-1-846-14792-0.
ISBN not only identifies the book, but also the lsher and the country

11
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of publication. Serial publications such as jousnahd magazines also
have a unique identification number called ISSNefinational Standard
Serial Number).

You may wonder if every document has all the fesgutescribed above.
Not every document has them. A document that ha®@en published
cannot have a publisher or place and date of patinic. We may classify
information source as published or unpublished. Madue of an
information source does not depend as much on whetimot it has been
published as to the novelty and potential usef@mdéthe information it
contains.

3.3 Documentation

Here is a question to thrash out, "How do documerdme into

existence?" Earlier we said that they are origithdig someone or an
organization, especially in the case of textualumeents. In the mind of
anyone who creates document, the intention is te@ leamore-or-less
permanent record of an event or phenomenon or.ideas

A major requirement for documentation is a langud@gople express
their thoughts and expressions in a language theg kearnt in whatever
way. The language serves also as a medium for demumg their

thoughts and expressions. Every ethnic communibjves its language
and culture, which influence the worldview of itsembers. In other
words, a language serves for the purpose of conuation and

documenting information. For instance, the langulagips to typify an

observation and assign it to an appropriate cayegor

In a country like Nigeria where oral culture stihs a dominant role,
documentation of oral information is very importafestivals and
cultural shows are better captured by video teakesqEfforts to reach
the rural dwellers in Nigeria with information wile largely unsuccessful
unless the information content is transmitted mwagy that IS
compatible with their oral culture.

While we recognize the information needs of ruraletlers, we are
going to pay more attention in this course to tifermation issues that
are more pertinent to the literate segment of tbeiety, especially
because of the urgency of their needs and expétieact on national
issues. A greater proportion of the informationt thell be stored or
retrieved for their benefit is in textual form. Wahould begin by
reviewing the historical development of documeptain textual form.

12
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3.4 History of Documentation

The earliest form of documentation was found inesavand the format
was pictorial. Then came the cuneiform and latertieroglyphics of the
Sumerians/Assyrians and Egyptians respectivelyir@yenbols as well
as those of the Chinese were basically pictograuash later, the use of
standardized characters was introduced in variatts pf the world. This
allowed the early civilizations to benefit from &N developed means of
literary communication. Documentation was done arnous materials,
which are unknown to our generation, including papy codex,
parchment, and velum.

The development of the book was boosted by theniiwe of the printing
press, which occurred between 1353 and 1355. ledHg years, only the
Bible was printed and distributed in printed foloater, the transactions
of learned societies were printed. Other publicetifollowed and the
growth of publications took a dramatic turn, leadio the information
explosion of the second half of the twentieth cgntBeside the rapid
growth of publications, the printing press facti#d the availability of
documents, which in turn encouraged educationeas® in literacy level,
and a reading culture. Furthermore, libraries iaseel in number and
their function both as custodians of documentsiatedmediaries to users
grew in significance.

The printing press played a crucial role in docutagon and remained
unchallenged for several centuries. By mid-19thtwgnadvances in
optical technology ushered in photography, which,documentation,
became a complement to the printing press. Phqgtbgraas followed by
radio transmission and telephony. Alongside theseldpments was the
success in sound recording in phono discs. Onentdot)y became a
springboard for another. So, before the end oflbth century motion
pictures became possible and cinema houses spparigam the 1930s,
television began broadcasting news and educat@amalentertainment
programmes to millions of homes. Finally, the cotepeame out as the
central piece in information processing, storage @gssemination. Now
computer networks have become the primary vehiole cbnveying
information all over the world.

3.5 Creation of Knowledge

A major contribution to the information explosiongmomenon has come
from research and scholarly communication. A sahalaays wants to
engage in research and to publish the findingb@fésearch. He has to
document the output of his research to establisitlaim to his findings
as well as to communicate or make them availabtetier scholars in a
form that can be preserved for future generatidhs. cycle of activities
that generate the information to publish is presgim Figure 1.

13
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Consolidation (New Knowledge) or Assimilation irggisting

Informal Reporting Publication in
Learned journal

Interpretation

of results Problem
recognition

Literature review Data collection

0O (Experiments and surveys)
Data analysis

Fig. 1: Information Generation Cycle

There is the tendency to publicize the researcHdirfgs in various

informal outlets such as reports and conferencecgaaings; but
ultimately the findings are published in a referjedrnal. This is the

preferred outlet of communicating research res8lish outlets are called
primary sources of information because they arevéng first media that
report new information coming directly from resdarefforts. Having

being published, the research findings are suljetdeyears of use,
critical assessment, and incorporation into existildy of knowledge
and possibly to extend the frontiers of knowledge.

After the primary information sources are the seleoy sources that draw
the attention of information users to the primamgyblgcations. They

include indexes and abstracts, bibliographies, egjidnd so forth. The
tertiary sources, for example textbooks, compilel antegrate the

scattered information in the primary and (sourceth the aid of the

secondary sources).

3.6 Bibliographic Control

As far back as the 19th century, the large amotinfermation resources
available made it impossible for people to sifotlgh and select only
what was relevant to them. Some form of aid haeadevised when
things were getting out of hand. Then publicatiortended to inform
people of what information was available in varialisciplines or that
was published within national boundaries begannerge. They came
under such names as "bibliography", "indexes",dgub the literature"”,
and "directory". The term "bibliographic controlbipts to the fact that a

specific service provides an information user aitomprehensive list of

14



IFT 232 INFORMATION STORAGE AND RETRIEVA

bibliographic records of the information sourceatthave come into
existence within the period covered.

A bibliographic record for a book consists of treme of the author (or
names of the authors), the title of the publicattbe place of publication,
the publisher and the year of publication. A rectmda journal article
consists of the name of the author (or names oétlikrors), the title of
the article, the journal in which it was publishétk issue of that journal
and the pages taken up by the article.

The bibliographic record of a book will be writtéke:
B.C.E Mbam.Fundamentals of Computer and Information Technplog
Abakaliki: Meks Printing Concepts, Ltd, 2022.

The bibliographic record of a journal article ok written like:
J. S. Igwe. “Interpretation of EEG Signals for @Rise Diagnosis and
Treatment."Journal of Biomedical Science$ (1), 2024, 5-9.

Possible Answers to Self-Assessment Exercise

1. C - Physical weight

2. A - International Standard Book Number

3. B - Language

4. C - Research findings published in referrednals

5.0 CONCLUSION

In this unit, you have learnt the concepts of infation and document,
the characteristics of documents, and the pringsi@ed history of
documentation. You should now be able to explainlhcesearch
contributes to the growth of information and creatof knowledge.

6.0 SUMMARY

In this unit, you have learnt the basic conceptsfarmation, document
and documentation. These are fundamental to thdewbasiness of
information storage and retrieval. In the next woit1 will be introduced
to the organization of information.

7.0 REFERENCES/FURTHER READINGS

Susan, A. (1972)An Introduction to Computers in Information Science
Metuchen, N.J.: Scarecrow.
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UNIT 3 CLASSIFICATION
CONTENTS

1.0 Introduction

2.0 Objectives

3.0 Main Content

3.1 Needs for Order

3.2 What is Classification?

3.3 Aristotle’s Categories

3.4 Immanuel Kant’'s Categories

3.5 Natural and Artificial Classification
3.6  Hierarchical Classification

3.7 Dewey Decimal Classification

3.8 Library of Congress Classification
3.9 Bibliographic Classification

3.10 Universal Decimal Classification
3.11 LISA Subject Headings

4.0 Conclusion

50 Summary

6.0 Tutor-Marked Assignment

7.0 Reference/Further Reading

1.0 INTRODUCTION

In the last unit, you learnt the basic conceptsfdrmation, document
and documentation. Now you know what we store aideve in an
information system. In this unit, you will be inthaced to the organization
of information.

2.0 INTENDED LEARNING OUTCOMES
At the end this unit, you should be able to:

Explain the meaning and purpose of classification

Describe several approaches to the creation ofjcaés
Distinguish between natural and artificial clagsifion

Describe the nature of hierarchical classification

Classify documents using a number of different sifacstion
schemes.

AN N NN
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3.0 MAIN CONTENT
3.1 Need for Order

One of the capabilities of man is his ability t@a@nize and see things in
order. When you walk into a super-market you va# shat the items there
are displayed in sections. The items of the sameénathe same section.
Can you think of why that is so? You would havdirea that it is much
easier to locate the items. You would not be logkor shoes in a section
with the label "household ware". When you go irtte tmarket, you do
not go on roaming all over the place. You know éyaehich area to go
because you know what you need and you know whechia of the
market sells, things of that type. Perhaps the daanple of organization
of materials you have noticed or may notice ishie kibrary. We shall
soon talk more about how such elaborate organizaidone.

First of all how do you arrange your books? It esylikely you do not

arrange or organize, them in any particular orded certainly you do not
have any problem with that. You can pick out anglbgou want from

the heap without any difficulty just because theksare not very many.
Now imagine a room with piles and piles of bookdlmnfloor and almost
reaching the ceiling. The whole room has been talgehy books. How
easy would it be to locate a book from that roorafe&®nough, nobody
would like the unpleasant task of bringing bool@rirthere for people
who come to ask for them.

In order to deal with this difficulty, various waysive been evolved to
organize knowledge to classes representing sufigds. Each class is
divided into subclasses dealing with recognizablgngents of that field.
The subclass is also divided into smaller unitseegnting well-defined
subject matter within the segments in a subclagerration resources
or documents are then arranged in classes, subslamsd units within
subclasses. Every document that is stored in linarii is represented by
a record in a collection of files, which is madeidable to those who
come o seek for information.

3.2 What is Classification?

Classification is the act of grouping things togethClassification
portrays the relationships between things, and &etwtheir classes. In
fact, classification is a way of imposing orderapeation. Since it is easier
to think in terms of classes than individual things creation,
classification allows us to generalize. 1t would ticult if not
impossible to reason if human beings did not hawe power of
classifying and creating categories. What we knevkrasowledge is the
outcome of grouping, dividing and registering thiotsg things and ideas
in an unlimited number of ways.

17
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For consistent classification, there must be asdiaation scheme. A
classification scheme is simply an orderly arrangeinof categories of
classes, a class being any group of entities dpatie same
characteristics. A characteristic is an attributerich concepts may be
separated into groups or further subdivided byestibjThus, the purpose
of classification is to bring together (or formssas of) entities that share
common characteristics and to separate entitie@slthaot share common
characteristics.

3.3 Aristotle's Categories

According to Aristotle, all scientific knowledge msists of the
arrangement of particulars under class conceptmioersals, and in the
combination of these concepts into a system. HetBawgoal of science
as being to define and explain the nature of aesulyy its essential
properties and by its differentiating propertiediah set it apart from
other groups. In other words, the goal of scienseai complete
classification of objects of knowledge into clasad the characteristic
similarities within groups and differences betwegmoups. Aristotle
further stated that the definition of a term orlass concept must be a
complete statement of:

(@) the essential attributes of the class

(b)  the peculiar attributes of the class

(c) the next higher genus

(d) the properties which differentiate it from others

(e) accidents (that is, properties that are not pathefdefinition but
common to the class and other classes).

In his attempt to classify universal knowledge, statle created ten
classes or categories of models of being. Thewsiffellows:

Substance

Quantity

Quiality

Relation

Place

Time

Situation or position

Possession or acquired character

: Activity

10. Passivity.

3.4 Emmanuel Kant's Categories

CoNOORAWNE

The German Philosopher, Emmanuel Kant further ektbd Aristotle's
ideas and defined four categories, which he reghadethe fundamental
and universal forms of thinking objects and thelations. He pointed out
that through the use of these categories, the iminids up the material
of sense perception into a systemised or orderlgleviof intelligible

18
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experience. Kant's categories are as follows:

1. Categorie of quantity
Unity
Plurality
Totality
2. Categorie of quantity
Reality
Negatior
Limitation
3. Categorie of relatior
Inherenc anc subsistenc: or substanc
Causality anc dependenc
Community or reciprocity of cause influence
4. Categorie of modality
Possibility - Impossibility
Existenci- Non-existenc
Necessit — Contingency.

3.5 Natural and Artificial Classification

Here we may wish to distinguish between natural and artificial

Classification. A natural classification exhibiteetinherent properties of
things being classified. It is based on the natpraperties that occur
regularly and cannot be separated from the thimgsgbclassified. Such
classification, which is said to conform to the @raf nature, is also
referred to as philosophical classification. Adidl classification, on the
contrary, is based only on some accidental propértiyings. It is usually
a case of grouping things for specific purposeshenbasis of arbitrary
selection of an accidental trait in the objectsgalassified.

There are different types of natural classificatiwhich may be identified

by the internal structure of the class classifmatiFor instance, we may
distinguish between hierarchical and referentiatsification. The latter
is a pragmatic approach to classification usingngls trait or property

irrespective of other characteristics. The samegthmay be classified
differently depending on the property used. Hereaneemore interested
in hierarchical classification.

3.6 Hierarchical Classification

The underlying assumption in hierarchical clasatien is that the
process of subdivision must show the natural heénarof the subject,
proceeding from classes of "greater extension aradl sntension to those
of smaller extension and greater intension". Falhgwthis principle,
Bliss in his classification put the general workstf following these with
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works on general subjects treated specially, thed works on special
subjects treated generally; and lastly, with wodks special subjects
treated specially. Bliss designed the followingniat which shows
graded specifications that are applicable to ttstesyatic subdivision of
most subjects, general or special.

General in scope

Bibliographical

Historical and critical Historical

Method + scope, and relations of the subject terstiCritical

Biographical

Ancillary: statistics, illustration, etc. documenteeports, etc.
iscellaneous

Periodicals and serials of societies etc

Collections, selections, readings, miscellaniesays

AN NEGR N NN NN

General in scope and treatment

Elementary, introduction Manuals, compends
Treatise, principles, comprehensive studies Dismsir

General in scope and special in treatment

Theoretical treatises Aspects of general subject
Treatment for special purposes, interests, prajassietc
Technical

Experimental and laboratory

Special in scope and treatment

Special subjects Special theories

Aspects in special interests Special topics

Special methods, experiments, etc. Statisticatrireat
Pamphlets of special content, and other speciatads.

The principles of hierarchical classification asgwsed by Shera and
Egan are summarized by Wynar as follows:

1. A hierarchical classification proceeds by assengplihe
groups of sciences of the principal fields of knesde into main classes
or divisions, which are dictated by the theory obwledge accepted.
Such classes have great extension and small intensi

2. The process is continued by the designation ofedsfitiating
qualities within each main class, and thus, sukelg®r subdivisions are
made.

3. Each subdivision in turn is divided by further diféntiating
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gualities to produce still further subdivisionsdaatill others successively
to make sections and subsections, until furthedistdion is impossible

or impracticable.

4. Every subdivision of a class is subordinate todlass heading.

The sum of these subdivisions is the whole nmgpaf the class.

3.7 Dewey Decimal Classification

Some form of classification schemes have been sisee ancient times
for organizing materials in libraries. They includghronological
arrangement, arrangement by title, grouping by dsagject, as well as
arrangement by author, order of accession, sizt sarforth. The rapid
growth of library collections and their use durithg nineteenth century
resulted in a pressing need for better methodsrgérozing library
collections. Dewey decimal classification, develbpewards the end of
the 19th century is one of the many well-known difyr classification
schemes that follow the hierarchical approach desdrabove. Dewey
divided the whole of knowledge into 10 main clasze$ollows:

First summary: The 10 main classes

000 Generalities

100 Philosophy & related disciplines

200 Religion

300 The social sciences 400 Language

500 Pure sciences

600 Technology (applied sciences) 700 The Arts
800 Literature (belles-lettres)

900 General geography & history

The second summary is made of the 100 divisiorisliasvs:

Second Summary: The 100 Divisions 000 Generalities

010 Bibliographies & catalogs

020 Library & information sciences 030 General eagedic works 040
050 General serial publications

060 General organizations & museology 070 Joummalisublishing,
newspapers 080 General collections

090 Manuscripts & book rarities

100 Philosophy & related disciplines

110 Metaphysics

120 Knowledge, cause, purpose, man

130 Popular & parapsychology, occultism 140 Speaqfnilosophical
viewpoints 150 Psychology

160 Logic
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170 Ethics (moral philosophy) 180 Ancient, mediev@riental 190
Modern Western philosophy

200 Religion

210 Natural religion

220 Bible

230 Christian doctrinal theology 240 Christian mi@&adevotional 250
Local church & religious orders 260 Social & ec@ssical theology 270
History & geography of church

280 Christian denominations & sects 290 Other i@lig & comparative
300 The social sciences

310 Statistics

320 Political science

330 Economics

340 Law

350 Public administration

360 Social pathology & services 370 Education
380 Commerce

390 Customs & folklore

400 Language

410 Linguistics

420 English & Anglo-Saxon languages 430 Germamguages German
440 Romance languages French

450 Italian, Romanian, Rhaeto-Romancc 460 SpanisRPofiuguese
languages 470 Italic languages Latin

480 Hellenic Classical Greek 490 Other languages

500 Pure sciences

510 Mathematics

520 Astronomy & allied sciences 530 Physics

540 Chemistry & allied sciences 550 Sciences aheather worlds 560
Paleontology

570 Life sciences

580 Botanical sciences

590 Zoological science

600 Technology (applied sciences)
610 Medical sciences

620 Engineering & allied operations 630 Agricult&reelated
640 Domestic arts & sciences 650 Managerial sesvice
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660 Chemical & relate technologies 670 Manufactures
680 Miscellaneous manufactures

690 Buildings

700 The arts

710 Civic & landscape art 720 Architecture

730 Plastic arts sculpture 740 Drawing, decora8vé50 Painting &
paintings 760 Graphic arts Prints

770 Photography & photographs 780 Music

790 Recreational & performing arts

800 Literature (Belles-lettres)

810 American literature in English

820 English & Anglo-Saxon literatures 830 Literasirof Germanic
languages 840 Literatures of Romance language$t&&h, Romanian,
Rhaeto-Romancc 860 Spanish & Portuguese literat&#&3 Italic

languages, literatures, Latin 880 Hellenic langsdderatures

890 Literatures of other languages 900 Generalrgeby & history 910.
General geography, travel

920 General biography & genealogy 930 General hjistbancient world
940 General history of Europe

950 General history of Asia 960 General histonAfifca

970 General history of North America 980 Generaitdry of South
America 990 General history of other areas

The third summary is the 1000 sections. The 100flicse for pure
sciences is as follows:

Third Summary: The 1000 sections

500 Pure sciences

501 Philosophy & theory 502 Miscellany
503 Dictionaries & encyclopedias

504

505 Serial publications

506 Organizations

507 Study & teaching

508 Collections, travels, surveys

509 Historical & geographical treatment 510 Mathgosa
511 Generalities

512 Algebra

5 13 Arithmetic

514 Topology

515 Analysis

516 Geometry
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517

518

519 Probabilities & applied mathematics 520 Astrogo& allied
sciences

521 Theoretical astronomy

522 Practical &spherical astronomy 523 Descripsgonomy

524

525 Earth (Astronomical geography) 526 Mathemateaigraphy

527 Celestial navigation

528 Ephemerides (Nautical almanacs) 529 Chronddgye)

530 Physics

531 Mechanics

532 Mechanics of fluids 533 Mechanics of gases

534 Sound & related vibrations 535 Visible lightp&raphotic 536 Heat
537 Electricity &electronics

538 Magnetism

539 Modern physics

540 Chemistry & allied sciences

541 Physical & theoretical chemistry 542 Laboratoriapparatus,
equipment 543 General analysis

544 Qualitative analysis

545 Quantitative analysis

546 Inorganic chemistry

547 Organic chemistry

548 Crystallography

549 Mineralogy

3.8 Library of Congress Classification

The Library of Congress classification was devetbps a series of
special classification schedules between 1899 880.1The scheme was
not intended to be a philosophical classificatiout, a very practical tool,
an enumerative classification whose schedules asedoentirely on the
subject grouping of the collection of books in thibrary of Congress.
The scheme uses both letters and numbers (mixeatiomt unlike
Dewey decimal classification, which uses only nureb8ingle letters are
assigned to the main divisions. The Library of Qasg classification
schedules are as follows:

A General Works

B-BJ Philosophy. Psychology BL-BX Religion

C Auxiliary Sciences of History

D History: General and Old World (Eastern
Hemisphere)

E-F History: America (Western Hemisphere)

G Geography. Anthropology. Recreation

H Social Sciences
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J Political Science
KD Law of the United Kingdom and Ireland
KF Law of the United States

L Education

M Music. Books on Music

N Fine Arts

PA General Philology and Linguistics. Classicalngaages
and Literatures

PA Supplement Byzantine and Modern Greek
Literature

Medieval and Modern Latin Literature

PB-PH Modern European languages

PG Russian Literature

PJ-PMLanguages and Literatures of Asia, Africa.

Oceania. American Indian languages. Artificial laages

PN, PR, PS, PZ General Literature. English and Acaar

Literature. Fiction in English Juvenile Literature

PQ, Part1 French Literature

PQ, Part 2 Italian, Spanish, and Portuguese Luszat PT, Part 1
German Literature

PT, Part 2 Dutch and Scandinavian Literatures Q eri®da

Medicine

Agriculture

Technology

Military Science

Naval Science

Bibliography. Library Science

N<C-HWw?XD

3.9 Bibliographic Classification

Henry Evelyn Bliss published his major world Bibliographic

Classification in four volumes between 1940 and 1953. It is basethe

26 letters of the alphabet to cover all of knowkedgith numerals for
indicating form of material. The main classes d@w below:

Philosophy and General Science
Physics

Chemistry

Astronomy, Geology, Geography
Biology

Geology

Anthropology

Psychology

Education

Social Sciences

History, Social, Political and Economic, indlng Geography.

ACRPIOMUO®P>

-
O
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Religion, Theology, Ethics

Applied Social Sciences

Political Science

Law

Economics

Arts: Useful Arts

: Fine Arts

W-Y. Literature and Language

Z. Bibliography, Bibliography, Libraries
1-9  Anterior numerical classes (for special collmts)
3.10 Universal Decimal Classification

SCcCHAnNDOT

The Universal Decimal Classification (UDC) wastfisiblished in 1899.
It owes a lot to Dewey decimal classificationslin fact an expansion of
the Dewey decimal classification. UDC was desidgioedubject indexing
of all branches of knowledge, with decimal notasidar specifying the
level of classification. The main classes are #ev:

Generalities of knowledge

Philosophy, Metaphysics, Psychology

Religion Science

Social Science

Mathematics and National Sciences

Applied Science, Medicine, Technology

The Arts, Recreation, Entertainment, Sport

Literature, Bells-Letters, Phylology, Linguisticsanguages
Geography, Biography, History.

ONoGRWNEO

3.11 LISA Subject Headings

When detailed classification of a specific subjeeld is necessary, the
classification schemes presented above are usimatiequate. It then
becomes necessary to create an original schemthdopurpose. For
instance, the Library and Information Science Adds (LISA),
published by Bowker Saur uses its own classificaicheme. The broad
subject headings are as follows:

Broad subject headings

1.0 Librarianship and Information Science
2.0  Profession

3.0 Libraries and Resource centers

4.0 Library Use and Users

5.0 Materials

6.0 Organizations

7.0  Library Buildings
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8.0 Library Technology

9.0 Technical Services

10 Information communication

11.0 Bibliographic control

12.0 Bibliographic records

13.0 Computerized information storage and retrieval
14.0 Communications and information technology
15.0 Reading

16.0 Media

17.0 Knowledge and learning

18.0 Records management

19.0 Other fringe subjects

Subdivisions

10.0 Information communication

10.1 Information work

10.11 Social sciences, business information work
10.12 Humanities information work

10.13 Science, technology, medicine information work
10.14 Information services

10.15 Reference work

11.0 Bibliographic control

11.1 Bibliography

11.11 Bibliographies

12.0 Bibliographic records

12.1 Periodicals control

12.11 Cataloguing and indexing

12.12 Cooperative cataloguing, bibliographic utilities
12.13 Cataloguing rules

12.14 Bibliographic description

12.15 Manual catalogues

12.16 Computerized catalogues

12.17 Online catalogues

12.18 CD-ROM catalogues

12.19 Indexing

12.2 Book indexing

12.21 Subject indexing

12.22 Searching

12.23 Index language and systems

12.24 Subject heading schemes

12.25 Thesauri

12.26 Classification

12.27 Classification schemes

12.28 Computer assisted indexing

13.0 Computerized information storage and retrieval
13.1 Economic and commercial aspects

13.11 Networks
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13.12 Software

13.13 Automatic text analysis, automatic indexing, maehianslation
13.14 Searching

13.15 Downloading

13.16 Databases in general

13.17 Non-bibliographic databases, databanks
13.18 Bibliographic databases

13.19 Image databases

13.2 Full text databases

13.21 Multimedia

13.22 Online systems

13.23 Online databases

13.24 Disc stored systems

13.25 CD-ROMs

13.26 CD-ROM databases

13.27 Other disc stored systems

13.28 Other storage systems

13.29 Videotex

14.0 Communications and information technology
14.1 Computer industry

14.11 Networks

14.12 Computer science

14.13 Computers

14.14 Software

14.15 Imaging technology

14.16 Online systems

14.17 Disc stored systems

14.18 Telecommunications and broadcasting technology
14.19 Computer applications

15.0 Reading

15.1 Literacy

16.0 Media 16.1 Copyright

16.11 Printing, publishing and bookselling
16.12 Printing

16.13 Printing history and analytical bibliography
16.14 Publishing and bookselling

16.15 Authorship

16.16 Publishing

16.17 Publications

16.18 Electronic publishing

16.19 Bookselling

16.20 Audiovisual materials

16.21 Broadcasting

17.0 Knowledge and learning

17.1 Research

17.11 Education
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18.0 Records management
19.0 Other fringe subjects

Self-Assessment Exercise
Fill in the blanks and answer the questions:

1. Classification is the act of things thge
A. separating
B. grouping
C. analyzing
D. processing

2. How many main classes does the Dewey Decimak@ieation have?
A.8
B.9
C. 10
D. 12

3. Which classification scheme uses both letteid mmmbers (mixed
notation)?

A. Dewey Decimal Classification

B. Library of Congress Classification

C. Universal Decimal Classification

D. Bibliographic Classification

4. What is the difference between natural andialfclassification?

A. Natural classification is based on inheremiperties while artificial
classification is based on accidental properties

B. Natural classification is newer than artgictlassification

C. There is no difference between them

D. Artificial classification is more accurateatihnatural classification

5.0 CONCLUSION

In this unit, you were introduced to the organizatf information. Now,
you should be able to explain the meaning and-m&@d classification,
describe several approaches to the creation ofj@aés, distinguish
between natural and artificial classification, dése the nature of
hierarchical classification, and classify documenstng a number of
different classification schemes.

6.0 SUMMARY
In this unit and the one before, you learnt whasteee and retrieve in an

information system, and you were introduced to tinganization of
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information. In next unit you will learn how to r@gnize at a greater level
of detail the concepts treated in a document aadstate them into
appropriate tags for storage and retrieval purposes

Possible Answers to Self-Assessment Exercise

1. B - grouping

2.C-10

3. B - Library of Congress Classification

4. A - Natural classification is based on inheggoiperties while artificial
classification is based on accidental properties

7.0 REFERENCES/FURTHER READING
Brian, B. (1979).Theory of Library ClassificationLondon: Clive
Bingley.

Bohdan S.W. (1976)Introduction to Cataloguing and Classification
(5th ed.). Littleton, Colorado: Libraries Unlimited

Henry, E.B.The Organization of Knowledge in Librarigd939). New
York: Wilson.

Shera, J.H. & Egan, M.H.he Classified Catalog: Basic Principles and
Practice (1956). Chicago: American Library Association.
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UNIT 4 SUBJECT INDEXING
CONTENTS

1.0 Introduction

2.0  Objectives

3.0 Main Content

3.1 What is Subject Indexing?

3.2 Content Determination

3.3 Concept Selection

3.4 Assignment of Index Terms

3.5 Automatic Indexing

3.5.1 Word Extraction by Statistical Criteria
3.5.2 Word Extraction by Non-Statistical Criteria
3.5.3 Assignment Indexing

3.6  Citation Indexing

4.0 Conclusion

5.0 Summary

6.0 Tutor-Marked Assignment

7.0 Reference/Further Reading

1.0 INTRODUCTION

In the last unit we addressed the need for orgagiziformation sources.
We were actually, concerned with creating broadeulcategories. In
this unit, our attention will be on recognizingaagreater level of detail,
the concepts treated in a document and transl#igm into appropriate
tags for storage and retrieval purposes.

2.0 INTENDED LEARNING OUTCOMES
At the end of this unit, you should be able to:

Explain what is meant by subject indexing
Describe the process of content determination
Correctly identify concepts to use as index terms
Correctly assign index terms

Describe the general principles of automatic indgxi

AN N NN

3.0 MAIN CONTENT
3.1 What is Subject Indexing?
Information retrieval, especially from a computedzsystem, requires a

great level of detail of recognition of issues d&ath in the document.
Subject indexing is about recognizing the issuedtaath in a document
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and assigning them to appropriate classes. Theopers to facilitate
storage, location, and retrieval of informationstJas the organization of
document into subject categories makes it possibéyoid examining a
large number of documents before one finds the reeded, so also
subject indexing reduces the number of subjecsesne has to search
for some needed information.

Let us consider a simple overview of subject indgxiThe intention is
to identify the various key issues or subject nmadteopics addressed in
a document, assign each one to an appropriate, ¢taggich a tag or
label is given. In this way one document may begassl to as many
classes as the number of key issues identifieddrdbcument.

Subject indexing consists of three distinct operatj namely: content
determination, concept selection, and assignmeinidefx terms.

3.2 Content Determination

The first step in subject indexing is to determwigat a document is all
about. There is need to find out the key issuesesded for which users
will require the document. How does the indexeedatne this? He or

she has to scan, first the title, then any of tilwWwing features that are
available: the abstract, the contents, the forewand the preface, and
finally the main body of the text. The issues dbjeat matter or topics
dealt with in the document (otherwise called cot€epre identified in

the process.

It requires somebody who understands the subjeainttertake this

analysis. A very important consideration is the oamity of users who

are expected to come to request for informatiore ifldexer really has
to know the profile of the user community. In maogses, every
information retrieval system is intended for a defl user community.

EXAMPLE

Identify four concepts from the following title aradbstract, which you
consider the article has addressed.

Bishop, A.M. (2001). “The Effects of Fertilizers @oils in the Rain
Forest Zone of NigeriaJournal of Agricultural Serviceg§(2), 2001, 23-
33.

Abstract

The research reported here addressed the usetibfdes by root-tuber

farmers in the rain forest belt of Nigeria. Theeets on soil types,
especially on the consistency and chemistry, weterthined using three
different analytical techniques. A number of recoemahations are made
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for more effective agricultural extension servicaad better soil
management.

Here are the concepts that seem important:

Use of fertilizers

Effects of fertilizers

Soil consistency

Soil chemistry

Agricultural extension services
Soil management.

In recognizing these concepts, we have at the bolr mind those who
should see this article. We could add:

Agronomy

Root tubers

Soil types

Analytical techniques

Rain forest zone
. Nigeria.
But these are more likely to be addressed in arBojaé way. You may
wonder why the term "agronomy" was selected. Thermmation in this
article actually belongs to the field of agronom@iving the tag
"agronomy" will make it possible for anyone who dsegeneral
information in agronomy to get at this article.

3.3 Concept Selection

It is good to realize that concept selection isg targe extent, subjective.
The indexer has to use his or her judgment to éewidat is important,
taking into consideration the needs of the expegsads. In the example
above we chose the six concepts because, fromdathtions, these seem
to be the main subject matter treated in the article. We are actually
saying that anyone who needs information in eacthe$e six topics
should read this article. Generally, selection@iaepts depends on:

The background of the indexer

The ability of the author to communicate his thasghith clarity

The profile of the user community

The objectives of the system.
We did not have to stop at the six concepts. Wédo@mcognize as many
as six more as listed above. However, it is noewasjust keep on adding
more and more concepts. Every concept that we nebe@nd use as a
means of access to the document has implicationstmrage space.
Another problem is that some concepts that aréetdeaarginally will, if
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included in the list of main concepts, create thabfem of retrieving
irrelevant materials. Now imagine that someone wantormation on
tertiary education in Nigeria. If the article abavas assigned to the class
Nigeria (that is if the concept "Nigeria" was renagd as one of the
subject matters treated in the article), then acketor information on
Nigeria will retrieve this article along with alttwer articles for which the
concept "Nigeria" was also recognized. Do you thirkarticle would be
useful to that person? Of course not.

Self-Assessment Exercise
Answer the following questions:

1. What are the three distinct operations in subeexing?

A. Content determination, concept selection, assignment of index
terms

B. Reading, writing, and analyzing

C. Classifying, cataloguing, and filing

D. Input, processing, and output

2. Which approach to automatic indexing was pioa@dsy Luhn in
195772

A. Word extraction by position

B. Word extraction by frequency

C. Assignment indexing

D. Citation indexing

3. What is a stop list used for in automatic indegs
A. To include important words
B. To exclude common, non-substantive words
C. To count word frequency
D. To assign classification numbers

4. What does citation indexing assume about bibdiplgic citations?
A. They are always accurate
B. They provide indication of relationship beemedocuments
C. They are unnecessary
D. They slow down the indexing process

3.4 Assignment of Index Terms
The issue here is the choice of appropriate teomseé for representing
the concepts that have been selected. There &eectif approaches. One

approach is to use the terms as they occur indgbardent. This has the
appeal of being natural and easy. It also hasrablgms, which will be
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pointed out in due course. Another approach isaostate the concepts
into equivalent predetermined terms, descriptans, subject headings,
classification numbers or other codes, that ard ursa given information
retrieval system. Whatever terms, descriptors, esuibjheadings,
classification number and other codes, (whethey teeur naturally in
the document or they were derived from translgbiatess), that are used
as tags for the document become the surrogateseg¢mpatives) of the
actual documents.

SELF-ASSESSMENT EXERCISE

Once again, go through the title and abstract ef dfticle by A. M.

Bishop. Below are 11 concepts chosen to represenatticle; identify

which ones are natural and which ones have bepslatad.

A.M. Bishop. “The Effects of Fertilizers on Soila the Rain Forest
Zone of Nigeria."Journal of Agricultural Service$§(2), 2001, 23-33.

Abstract

The research reported here addressed the usetibzdes by root-tuber

farmers in the rain forest belt of Nigeria. Theeets on soil types,
especially on the consistency and chemistry, weterthined using three
different analytical techniques. A number of recoemehations are made
for more effective agricultural extension servicaad better soil

management.

Concepts that have been chosen:

Use of fertilizers

Effects of fertilizers

Soil consistency

Soil chemistry

Agricultural extension services
Soil management

Agronomy

Root tubers

Soil types

Analytical techniques

. Rain forest zone
See the table below for the answer
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Natural Translated

Use of fertilizers Effects of fertilizer  [Soil consistencoil chemistr
Agricultural extension servicémalyticalSoil management Agronomy
techniques Root tubers Soil types

Rain forest zone

3.5 Automatic Indexing

It has become possible to reduce the intellectifiaiteoy human beings

in indexing with the use of the computer. Now cotepsi are being used
not only to index documents but also to createslibktween documents
for the benefit of the user of an information reval system.

There are several approaches to automatic indeXimgy include word

extraction by frequency, word position, word tyeveell as assignment
indexing.

3.5.1 Word Extraction by Statistical Criteria

In this approach, words are extracted from the taxtthe basis of
frequency of occurrence. This technique was pi@wby Luhn in 1957
and Baxendale in 1958, both of IBM. The computemts the words and
phrases that occur in the document and select tihdsathat occur most
frequently as the index terms. A stop list is useexclude common, non-
substantive words; that is all those words that ao¢ useful for
representing the subject matter in a document. Mehod has over the
years proved to be reliable and effective.

Stop words

In an information retrieval system for agriculturee would expect the
following words to be among the stop words:

all for bring
be to ofter
becom: more always
have now many

in here out

if go nea
like take product
na agair make

While this method is based on the absolute frequericoccurrence,
another technique uses relative frequency of oeagg. In the letter, a
word is extracted if it occurs more frequently treamexpected value in
the context of that subject.
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3.5.2 Word Extraction by Non-Statistical Criteria

The use of non-statistical criteria is another apph, which may be
combined with or replace the extraction by theistiatl criteria. The
extraction program evaluates the significance ofdson the document
on the basis of their position, the type of worsineell as the emphasis on
a word as indicated by print features such as $md, boldface, italics
and so forth.

3.5.3 Assignment Indexing

In this approach the indexing program assignsdocament one or more
terms from a comprehensive list of terms called wbeabulary of the
retrieval system. The first step is to identify thest appropriate terms
from the document using any of the extraction meshdescribed above.
The selected terms are matched against the listrwis in the controlled
vocabulary of the retrieval system. The terms an\tbcabulary that best
match the extracted words (that is, the best etpnts) are then used as
the index terms.

3.6 Citation Indexing

Citation indexing is not part of subject indeximgit it will be described
briefly because of its, importance in informatidorage and retrieval.
The citation index is a list of references, eachvbich is accompanied
with a list of documents that have cited it. lassumed that bibliographic
citations provide some indication of a relationshgtween documents
especially in terms of subject content. A good eplenof citation index
is the one being produced by the Institute of Sdieninformation,
Philadelphia, in the United States.

5.0 CONCLUSION

In this unit you have learnt both the principlesl gmocedures of subject
indexing. By now you should be able to explain wikaheant by subject
indexing, describe the process of content detenmimacorrectly identify
concepts to use as index terms, and describe theraeprinciples of
automatic indexing.

6.0 SUMMARY
In this unit, you have learnt to recognize the maoncepts treated in a

document and translate them into appropriate tagsdex terms for
storage and retrieval purposes. In the next uoil, will learn something
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about indexing languages and their characterishias determine how
such concepts are translated into index terms.

Possible Answers to Self-Assessment Exercise

1. A - Content determination, concept selectionl, assignment of index
terms

2. B - Word extraction by frequency

3. B - To exclude common, non-substantive words
4. B - They provide indication of relationship beem documents

7.0 REFERENCE/FURTHER READING

Lancaster, F. W. (1979nformation Retrieval Systems: Characteristics,
Testing and EvaluatiarNew York: Willey.
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UNIT 5 INDEX LANGUAGE
CONTENTS

1.0 Introduction

2.0  Objectives

3.0 Main Content

3.1 Whatis an Indexing Language?
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1.0 INTRODUCTION

In the last unit, you learnt the basic principlesl @rocedures of subject
indexing. Among the things you learnt is the seédectof the main
concepts treated in a document and their translatiio appropriate tags
or index terms. In this unit, you will be introduc® indexing languages
and their characteristics that determine how sucttepts are translated
into index terms.

2.0 INTENDED LEARNING OUTCOMES

At the end of this unit, you should be able to:

Explain what is meant by indexing language
Distinguish between natural and controlled language
Explain the purpose of controlling vocabulary
Explain the use of a thesaurus

Describe pre-coordinate system

Describe post-coordinate system.

3.0 MAIN CONTENT

3.1 What is an Indexing Language?

Language of a system is the total number of indgs tvailable for use
in the subject description of documents. Theretee basic types of
indexing languages: the natural language and th&alted vocabulary.
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The three-step indexing activity described in thevpus unit presumes
a controlled vocabulary. The third step was thadiation of terms or
concepts selected from the document into the maggirogriate
equivalents that are available in the vocabulathefystem. Where there
Is no such standardized vocabulary, the third stapelevant.

A natural language is one in which there is noriggin on terms to be
used as long as they, are substantive terms ugbd adocument. Natural
language indexing is also called free-text indexifige use of terms in
the document gives high specificity, which in tleads to the retrieval of
very relevant information. There is a greater lefedxhaustivity and this
tends to retrieve as much information as possibleen new words are
coined by authors, they come immediately into tretesn and the system
is usually quite up-to-date.

The need to search for information across a nurabdatabases in one
search operation has made natural language indétimgore promising
than controlled vocabulary. Natural language, afl@asy retrieval from
one database to another without any problem omnnpaaibility of terms.

The appeal of natural language indexing has ineceagth the success of
automatic indexing. It is very easy to use compytengrams to
identify substantive terms that qualify for useratex tags and pick them
out. Indexing cost is now considerably low withauttic indexing. The
advantages of a natural language are:

Simple and easy indexing procedure

Requires no subject expert

Freedom of choice of terms

High specificity ensures retrieval of relevant doeunts
Exhaustivity ensures the retrieval of a good nunahelfocuments
Allows transparent searching of multiple databasesne search
operation

v High efficiency and effectiveness with automatiogassing.

3.2 Controlled Vocabulary

AN NENANAN

Natural language indexing has its own limitatior@ne obvious
limitation is the scattering of information undeifferent synonyms,
different forms of the same word, and so forth. theo limitation is its
inability to supply index terms that are impliedtime context but not
expressly used in the document.

Self-Assessment Exercise

Choose the correct answer:
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1. What are the two basic types of indexing langs&g
A. Simple and complex language
B. Natural language and controlled vocabulary
C. Primary and secondary language
D. Manual and automatic language

2. What is the main advantage of natural languadexing?
A. It requires subject experts
B. It has high specificity ensuring retrievalrefevant documents
C. It is more expensive
D. It requires extensive training

3. What is a thesaurus in the context of indexing?
A. A dictionary of synonyms
B. A vocabulary of controlled indexing languggemally organized
C. A list of authors
D. A classification scheme

4. What is the difference between pre-coordinateé post-coordinate
systems?

A. Pre-coordinate combines terms at indexingetinvhile post-
coordinate allows user to combine terms duringcteag

B. Pre-coordinate is newer than post-coordinate

C. There is no difference

D. Post-coordinate is more expensive

It would be obvious to anyone that the two docurmané related and so
should go together. According to natural languagkexing the first one

would be represented by: post harvest, storaggaiméa corn while the

second would be tagged with: store, sorghum anglesar What has

happened is that the two documents have been ezhitestead of being
brought together in the interest of the user. EWleough the two

documents are likely to be useful to a researchakivwg on cereals,

natural indexing would not generate the term "dstesince the term is

not used in the document.

Controlled vocabulary has the advantage of:

v Imposing order in the use of terms
v Imposing economy by restricting the size of vocabuland
reducing the number of unique terms to be enteredthe system

v Providing a means of showing the relationships betwterms

v Standardizing descriptors for both the indexer ttwedsearcher

v Ensuring (orincreasing the probability) that theuser
who searchers the system will retrieve all the doents in the system
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that are relevant to his request.
The control of vocabulary is basically aimed attoolling the:

Size of the vocabulary
v Specificity of terms
v Exhaustivity of indexing
v Relationship between terms
v Relationship among words in compound terms (citatialer)
v Synonyms by using a single term to representsafiyhonyms
v Form of word to be used.
3.3 Size of Vocabulary

The size of the vocabulary, that is, the numbdandéx terms available
for use in a specific retrieval system, is a venportant factor in its
retrieval performance. It has an economic cos¢ims of storage space.
It is also an important determinant of the quatifysearching output, as
it is related to other indexing considerations,eesly specificity. This
matter will be clearer when we deal with specificit

3.4 Specificity of Terms

Specificity refers to the extent to which the indexan select narrow
terms (species) rather than the, broader moresivauerm (genus).

SELF-ASSESSMENT EXERCISE

Read the three titles below and think of a gen@mioader) term for the
underlined terms:

1. Cultivation of Rice in Swamps
2. A New Variant of Millet
3. Post-Harvest Storage of Maize

The three terms, namely rice, millet, and maize bwayepresented by the
broader term "cereals". If we do so, then therelsss of specificity. We
cannot search for these documents with the speeifias, rice, millet or
maize. The only means of retrieving them is by gigime generic term
"cereals". The size of the vocabulary is reduceo dlecause a generic
term is used to represent all its specific terms.

3.5 Exhaustivity

Exhaustivity is the degree to which the indexerestsl the different
concepts dealt with in the document. The highestllef exhaustivity is
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achieved when all the concepts that could be ifledtin a document

are selected. This level of exhaustivity is notae desirable. There is
the consideration of optimum number of terms toeceland the

implications of that for the performance of thaimtal system. As a rule,
it is only the concepts that are given sufficieove&rage and warrant
drawing user's attention to such information tlneidd be selected.

Relationship between terms

Earlier we described "one kind of relationship agnéerms, namely the
genus-species relationship. We took as our exartt@erelationship

between cereals as a genetic term and rice, mtlidtmaize as specific
terms.

Rice (specific term) —_—
Cereals (generic term) —Millet (specific term) Maigpecific
term) —_—

The relationship is also hierarchical, becausegtreeric term which is a
higher and more inclusive term can be broken intmmber of lower-
level specific terms.

Other hierarchical relationships include:

a thing and its parts

a thing and its processes

a thing and its properties

a thing and the operations performed on it.
SELF ASSESSMENT EXERCISE

An example of each of these relationships is pitesebelow. Try to
identify the elements of the relationships:

computer accessories
data collection
melting point of iron

treatment of malaria
We can illustrate these relationships in a table.

Thing Lower level Relationship
Compute Compute accessorie Part:

Date Date collectior Proces

Iron Melting Poini of iron Propert
Malaria Treatment of Malaria Operation
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Citation order

Here the concern is how, to arrange the constitwends in a compound
term in translating a concept - into an index te@ansider a document
entitled "A Report on University Education in Niget One of the

concepts to be selected is "university educationé. system in which the
order of citation, (that is, which word comes firistimportant, we would

have to decide which of the following versions tojpt:

university education
universities, education
universities — education
education, universities

. education - universities
Synonyms

Synonyms are words that have the same meaning.3\tbadl are close
in meaning (near synonyms) are also treated amgyma The problem
with synonyms and near-synonyms is that they scakbeuments in
different places. That is not in the interest & tisers who come to search
for information. A decision has to be made whichhe words to use to
represent all the others as an index term. If & cemes to search with
any of the non-index terms, the system should heth or her the
appropriate term, because a see reference is mane dach of the
synonyms that is not used as index term to theeped term.

Form of words

Variant forms of words pose the same problems asrgyms. Now
inspect the list of words below:

Computer  computers, computing
Process Processing, processed
Graphic Graphics

Finished Finishing

Carbonated Carbon

Module Modular

Each word can be used as an index term but a d¢omtold mean
choosing which one to represent all its variantier
Thesaurus

The thesaurus is a vocabulary of controlled indgxamguage, formally
organized so thaa priori relationships between concepts are made
explicit. The index language of a system with atogled vocabulary is
usually set out in lists, which may be in the foomsubject headings,
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thesaurus, or some classification schedule. Theotifeesauri and their
construction have been subjects of much interdsty Tvere meant to be
a tool to aid the indexer in the choice of indexrig for consistency and
to assist the searcher in using the same ternieasdexer for maximum
retrieval results.

Pre-coordinate system

A pre-coordinate system is one in which terms aralined or arranged
(coordinated) at the time of indexing to form thdex terms. Once such
terms have been made up, they are to be used bhynoleixer and searcher
in the form in which they have been coordinated.oTimportant
considerations, in pre-coordinate indexing are:

i) a decision on citation order as described above

i) anticipation of the approaches the users will adopheir search
for information

Here is the title of a document for consideration.
“A Federal Government Report on University Eduaaiio Nigeria".

In a pre-coordinate system, the indexer will havéhtnk of the possible
search strategies of users and provide access timtument accordingly.
The index tags that he will choose are the acceisgsoto the document.
He will probably provide the following index terms.

Education, Federal Government Report

Education, Nigeria

Education, tertiary

Education, university

Nigeria, Education

Nigeria, universities

Universities, Federal Government Report

University education

The searcher has to use any of these terms exastlif has been
coordinated otherwise he will not hit this document

ASANENENENENE NN

Post-coordinate system

In a post coordinate system, the combination ghseis not done at all
during indexing. This leaves the searcher full dieea to choose and
combine terms according to the information he walimshe document
"Federal Government Report on University EducatiorNigeria”, the
most important terms that need to be stored are:

v Education
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v Nigeria

v Report

v University

The user is free to combine any number of thesasdo conduct his
search.

Possible Answers to Self-Assessment Exercise

1. B - Natural language and controlled vocabulary

2. B - It has high specificity ensuring retrievélrelevant documents

3. B - A vocabulary of controlled indexing langudgemally organized
4. A - Pre-coordinate combines terms at indeximgetiwhile post-
coordinate allows user to combine terms duringcéeag

5.0 CONCLUSION

In this unit, you have learnt two main approacloasdexing namely, the
use of natural language and the use of controltedbbulary. You have
learnt the characteristics of these languagesdistarmine the choice of
index terms and consequent retrieval performanosv,you should be
able to explain what is meant by indexing languagginguish between
natural and controlled language, explain the puwrpo$ controlled

vocabulary and thesaurus, and describe pre-codedimamd post-

coordinate systems.

6.0 SUMMARY

You have now been introduced to indexing languaged their
characteristics that determine how the conceptseaddd in a document
are translated into index terms. In the next uyity will learn and
appreciate the role of computers in informationage and retrieval.

7.0 REFERENCE/FURTHER READING

Susan, A (1972)An Introduction to Computers in Information Science
Metuchen, N.J.: Scarecrow.
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UNIT 1 COMPUTERS IN INFORMATION STORAGE AND
RETRIEVAL
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1.0 INTRODUCTION

In the last unit you were introduced to indexingdaages and their
characteristics that determine how the conceptseaddd in a document
are translated into index terms. In this unit, yall learn and appreciate
the role of computers in information storage andeeal. You will also
learn the basic architecture of a computer system.

2.0 INTENDED LEARNING OUTCOMES

At the end of this unit, you should be able to:

Explain the strengths of the computer

Explain the history of the development of computers
Describe the organization of a computer system
Describe the input and output devices

Distinguish between hardware and software

Explain the general principles of computer commata.

ASANENENENEN
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3.0 MAIN CONTENT
3.1 The Strengths of the Computer

The role of computers in information processingliesome so important
that organizations are investing substantial prioas of their income in
acquiring and maintaining them for better perforoem information
processing. Computers are just fantastic when e to speed of
processing data and information. In less than aitejra computer can do
a data processing job that will take five workes weeks to complete.
The various computations and transformation of dataally take only a
small fraction of a second. For the rest of theetithe computer is idle
waiting to receive data.

Computers are very accurate in their operations: May have heard
people talking of computer error. There is nothiikg that. Whatever
error you observe in a computer operation is thherentroduced by
somebody either in the data that were fed into cbmputer or the
instructions given to it to work with. When you womanually with a
long list of figures, you would normally, repeaetbomputation several
times to be sure that you have got the right resuls not unusual to
obtain different results as such a computatiorpeated. In that case, it
iIs usual to accept, as the correct result, therdighat turns up more
frequently than others. With a computer you are shat the result you
getis reliable so long as the data and instrustsupplied to the computer
are in order.

The computer does not suffer from fatigue and acsion, and so it can
work with sustained ability. This is not the caséhwhuman beings
working manually on similar tasks. A very importdeature of the
computer is its capacity for storing data and infation. If you visit some
university libraries you will find that all the Hibgraphic records stored
in cards in cabinets that previously filled a lahgdl have been transferred
to a computer. Now, people are envisaging the twien all the
information resources in the world will be in congng and will be
accessible to everyone in the world. With the lgogéential of storage
space in the computer, more and more informatidharexisting physical
formats are being converted to electronic formatcfumputer storage in
order to save space and for easier disseminatiough computer
networks.

It is not interesting doing a repetitive cycle aftal processing job. It gets
boring. Now, such jobs are better given to, a caempw do. Then people
are free to work on more creative jobs and devehlgir intellectual
capabilities. When the first general-purpose digtamputer was
developed in 1944 in the United States of Ameiitoaas used only as an
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aid to computation.
SELF-ASSESSMENT EXERCISE

What are the capabilities that make computers spoitant in the
processing of data and information?

3.2 Historical Background

After centuries of attempts to invent machinesdacamputation, Charles
Babbage began in 1830 the construction of his Riffee Engine, which
he expected automatically to compute and print erattical tables. He
abandoned the project in 1834 to start on his @& of an Analytical
Engine. The organization of the Analytical Engihatthe had in mind
closely resembles that of modern digital computehstortunately, he
never completed the project.

The invention of the computer in the early yeartheftwentieth century
was a direct response to the need for a fastemamd efficient means of
dealing with the enormous task of counting and yenad) the United
States population every ten years. In March 188#%pung scientist,
Herman Hollerith obtained the first patent for @&adarocessing machine.
He invented a series of machines, which could dcdafa and record
them in cards. The breakthrough consisted in emgediata only once,
after which they could be used again and again elegate reports
according to different criteria. By 1889, his maws had been well
proved and were chosen by the United States gowernfor the 1890
census. With Hollerith's machines, the time to clatepthe results of the
1890 U.S. census was reduced to two and half yysac®mpared to the
seven and half years it took to compile the 188%us.

In 1896, Hollerith started the Tabulating Machinengpany. After a
series of mergers, it became the Computing-TalmgeRecording
Company. In 1924, it was renamed International Bess Machine
Corporation (IBM). Hollerith's successor at the €& Bureau, James
Powers, improved on Hollerith's machines. On legvthe Census
Bureau, he also formed a company, which throughgersr became
Sperry Rand, the manufacturer of UNIVAC computers.

With substantial support from IBM, Howard Aikentdarvard University
developed in 1944 the first successful generalqeepdigital computer
called the Harvard Mark I. That was the first electmechanical
computer. Atanasofs ABC (Atanasof-Berry Computaa$he first to use
vacuum tube, thus becoming the first truly eledtrahgital computer. It
was also the first to use the binary system foraggnting numbers. The
ENIAC (Electronic Numerical Integrator and Complitdeveloped by
John W. Mauchly and J. Presper Eckert, Jr. withrfoial assistance from
the U.S. Army, was completed in 1945. Joined bynJadbn Neumann,
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Mauchly and Eckert began working on a new versibEMIAC called
EDVAC (Electronic Discrete Variable Automatic Conter) in 1946.
About the same time, Maurice Wilkes began to dgqvdlee EDSAC
(Electronic Delay Storage Automatic Calculator)tia@ University of
Cambridge in the United Kingdom. Like the EDVAC,etiEDSAC
incorporated the concept of stored program. The ADShecame
operational in 1949 ahead of EDVAC. In 1951, thelUAC | from

Remington Rand made its debut as the first commlemmputer.
Thereafter, IBM achieved prominence in the produchf computers.

3.3 Generations of Computers

The period between 1944 and 1959 was that ofgeseration computers.
The machines were of huge size. They were noisytlaeg generated
much heat. The key electronic component was thetreldc tube or
valve. The most important memory material was magneore. The
computers could process only a few thousand insbne per second and
store between 10,000 and 20,000 characters.

The second generation came up between 1959 and Thé64machines
were based on transistors rather than on valvessarthey were faster,
and more reliable and smaller in size. Improvetirteques for using the
machines were made possible through the developwieoperating
systems, time-sharing technique, and introduction hagh level
programming languages. Both the first and the s#cgenerations
featured machines of large size called mainfrardesing this period,
IBM rose to prominence.

The third generation (1964 - 1970) took off witle #dvent of printed and
integrated circuits and production of the relagveimaller computer
called mini-computers. They were faster, more carfjpaore reliable
and cheaper than the giant-size computers of #ngqurs generation. So,
they had an edge over mainframes and they quickiyichted the
market. That was the period of IBM's System/360 Rigital Equipment
Corporation's (DEC) PDP-8.

The fourth generation is that of microcomputers.e Thistory of
microcomputers goes back to the 1970s. Furtherctexfuin the size of
computers became possible through large-scaleratteg (LSI) in which
the circuitry of major components of the machineserelescoped into a
single silicon chip that is smaller than half achirsquare. Progress in
microelectronics continued with growing ability toiniaturize circuits
and to pack them at greater densities. Along whtit &bility was the
growing storage capacity and speed of processinggniétic core
memories were replaced by faster and cheaper mati semiconductor
(MOS) memories. Functionality was improved througtogress in
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software engineering.

The popularization of computer applications waeditdy the fact that
by the 1980s microcomputers became affordable tivicluals.
Furthermore, wide spectrum of applications was kbges for all kinds
of needs in real life situations. Emphasis on dgendliness in software
development produced applications which could bedusith ease by
people who were not computer specialists.

The fifth generation may be said to have startethfd990. The main
developments that have been recorded since themenc the
supercomputers, further reduction of the size ohmaters to produce
laptops and notebooks, software that incorporatdigh level of
intelligence and provide a high level of user-fdeness with graphical
user interface.

Remarkable improvements in the capabilities  of ragomputers
have been made, including clock speed that is ewal 800 megahertz,
main memory that can store over 250 million china; and hard disk
capacity of over 40 billion characters.

3.4 Computer System

A computer system consists essentially of a cergratessing unit

(CPU), a main memory, and various input and outigwices. The central
processing unit is to the computer what the braitoia human being. It
is responsible for coordinating the functions dfather components of
the computer system. It carries out the arithmaatitt logical functions of
the computer. The CPU is made up of two partsctmrol unit and the

arithmetic and logical unit (ALU). The function tfe control unit is to

get a single instruction and decode it. After deegdhe instruction, the
control unit gives way to the ALU to execute it.¢@rthe ALU completes
the execution of the instruction, the control wagain takes over.

The main memory, otherwise called primary memas\the area of the
computer in which data and instructions are starbile the computer is
working. A small part of the main memory is reserver storage of

instructions that the computer needs for organiateglf. When you

switch on a computer, the screen lights up andnseigi display a series
of information and messages, some of which showt Weacomputer is

doing. At this time, the computer is said to bedieg". It is organizing

itself to start work. It checks the main memory dhe devices that it
expects to have been connected. The instructiatsittis using at this

time come from what is stored in the part of themmaemory called the
ROM (read only memory). The instructions in ROM ket alive with a

backup battery.

The rest of the main memory is called RAM (randaoess memory). It
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is in the RAM that data and instructions are heldlevthe computer is

executing a job. The computer stores and manimilatata and

instructions in two states called 0 bit and 1 Bight bits form a byte, and
a byte of different combinations of O and 1 bituged to represent a
character. All the characters, including the nuitseddo 9, the, alphabets
ato z and A to Z, as well as special characteesrapresented by
combinations of eight bits. All that the computered is done by the
passage of a stream of pulses of electric curceatdate these bits.

SELF-ASSESSMENT EXERCISE
Switch on a computer. As it boots, note the message
3.4.1 Input/Output Devices

In order to get a computer to work for you, you ahée give it some
instruction. There are several ways to do so. Yauuse the keyboard or
mouse or any other device. The keyboard is padrtulsuitable for
giving a command. When you strike a key, a seigiftéits that is unique
to that character is sent to the computer andstased in RAM. If you
are typing a command, the computer just keeps @ordeng the
characters until you strike the "enter" key, whsifinals the completion
of the command. Then the control unit of the CPtdHes the instruction
from the memory, decodes it, and prompts the ALUval as other
appropriate parts of the computer to act.

The mouse is meant for picking tasks from a menioneftu in a computer
application is a list of tasks that a person camosk from. Each task is
also represented by a small picture frame calledan You can click on
an item on the list or on an icon that represemis task. That tells the
computer what you want it to do and it will begindo it. One thing you
will find quite interesting is the possibility ofaxking on several screens
and on different tasks at the same time by switglfilom one screen to
another.

If you take a close look at the keyboard, you salé that the rows of keys
marked F1 to F12. They are called function keysevary application,
certain tasks are tied up with these keys. Whensyioke one of them it
will invoke the task tied to it and the computetlwkecute it.

You can also scan a document whether of text ophgca into the
computer with the aid of a scanner. You can crieadges in the computer
by using various devices. A camera may also be ts@tput an image
into a computer.

The disc drives can be regarded as input devicenie computer is
made to take, instructions and data from them. dlage three types of
drives: the hard disk drive, the floppy disk driaed the CD-ROM drive.
The hard disk drive normally stores the computesgmms of the
applications that are available in a computer systé also provides a
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large storage space for the users' data and usatedr programs. The
floppy disk and CD-ROM provide facilities for a uge bring inputs to
the computer in whatever formats, including texapdpics and sound, as
well as to take outputs away. The difference betwbe two is that the
floppy disk is a magnetic medium while the CD-ROM dn optical
medium. We shall examine these media in greataildet

The output devices are those in which the resdlt®mputer operations
are displayed or stored. When you strike a keyherkeyboard you will
see that character registered, or else you willssgee action initiated.
The screen displays whatever the computer does.etfbgment that
monitors what is going on in the computer and piesia screen to view
it is appropriately called the monitor. The outpti, computer operation
may be sent to a printer to be printed on papeseot to be stored on
floppy disk, CD-ROM, plotted to produce a grapht@mone of several
other media and devices.

Fig. 3: A Computer System with Monitor, Keyboard, Mouse, Floppy
Disk, Hard Disk and Printer

3.4.2 Hardware and Software

Hardware is obviously the physical equipment tlatstitutes part of a
computer system. They include the components obmpater, the
monitor, keyboard, printer, scanner, mouse, loualspes and other
devices that may be connected to a computer.

Software is a collection of the computer prograratta computer
requires to operate. A program is itself a setnetructions. Every task
that the computer has to execute is supported byelaborate set of
instructions. A computer cannot operate unlesast\ery clear, step by
step, instructions on what it is to do. This metrat a computer cannot
act on its own initiative and cannot do what no harbeing knows how
to do. Usually software is made up of a collectadrprograms for the
specific tasks in an application.

Software is of two categories: the system softwane applications

software. Systems software is the one that a cagnusges to manage
itself and its peripheral devices (the input, otitpand other devices
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connected to it). Systems software is to servatasmediary between the
physical devices of the computer, and the progngmschoose to use to
do your work. The systems software that you areenli@ely lo come
across includes MS-DOS (not as popular as it useebe); Windows,
Windows NT, UNIX, and some network software likewdth Netware.
Applications software are the collection of progsammat guide the
computer on the, execution of the job you wanbitdo for you. If you
want to type a letter, you should select one of wwed processing
software such as Microsoft Word or WordPerfectydts are going to
produce elaborate tables of data with some columhase values will be
automatically computed according to your wish, gbould select one of
the available spreadsheet software. If you aregudimdows, you, will
most certainly have the Microsoft Office Professibrand so the
Microsoft Excel software for doing your spreadsheet

3.5 Computer Networks

Computers are usually linked together in a netviorkhe purpose of data
and information communication and sharing. Whendbmputers that
are linked together are located in one buildingha@ontiguous buildings,
the network is referred to as a local area netwlofN). Special cabling
has to be done to link the computers together. Conncation of signals
through the network is done in the digital mode, shme mode in which
a computer operates.

There are frequent occasions when a computer acad hetwork has to
be linked to a distant computer or network. Thes theaper to .use the
telecommunication facilities already in place tdeet the link. Most
national telecommunications facilities transmitnsits in analogue form.
Analogue signals are not compatible with the diggagnals of a
computer.  Therefore, a special device <called modem
(modulator/demodulator) is necessary between thapoter and the
telecommunication facility to superimpose the digisignals of the
computer on the analogue signals of the telecomration line
(modulation) so that it can be transmitted in aalague form. When the
modulated carrier waves (that is the telecommuimnatignals carrying
the computer signals) arrive at their destinateorgther modem recovers
the computer signals from the carrier waves (derf@idm) and inputs
them into the destination computer or network. Tigio this link it is
possible to store information in any computer angmehn the world and
make it accessible to individuals and organizatibnsughout the world.
In fact, the business of managing data and infdonan enterprises now
depends heavily on access to relevant computer onktw and
communication of data and information through nekso

3.6  Networks for Information Retrieval

Experiments with the use of computers to perforbmaly operations
began in the early 1960s id several North Amereaah British libraries.
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In 1961 H.P. Luhn of IBM developed programs forguroing indexes. In
the same year catalogue cards were produced dbdhglas Aircraft
Corporation with a computer. In the mid 1960s flioiraries in London
used the computer to produce a union catalogueeaf tholdings.

The 1970s ushered in greater success both in thkelogenent of
integrated library applications and exchange ohdahe MARC format
and the ISBN were instrumental to the growth ofpmative services.
The successes in developing computer-based rdtsgsi@ms in the early
1960s could be credited mainly to organizationthan United States of
America. These include the Armed Services Technlofébrmation
Agency (later the Defence Documentation Centertheperiod 1959 -
1963, the National Aeronautics and Space Admirtistian 1962, and
the National Library of Medicine, whose MEDLARS wee was
launched in 1963. (MEDLARS means Medical LiteratArealysis and
Retrieval System).

During the 1970s efforts towards cooperative sewigielded the
Birmingham Libraries Cooperative Mechanization BcoyBLCMP), the
South-Western Academic Libraries Cooperative Autiiona Project
(SWALCAP), the Ohio College Library Center (OCL@tdr renamed
Online Computer Library Center), the Research LlibgalInformation
Network (RLIN), the University of Toronto Librarytomation System
(UTLAS), and Washington Library Network (WLN).

The early information retrieval systems were exglely for producing
bibliographic records for distribution in printedrin. Later many of the
databases holding these records became availalte ¢ihat is, through
computers elsewhere logged into the host compntetich the records
were stored). Now, most of these systems contayingproportions of
full-text articles in addition to the bibliographmormation and abstracts.
Efforts are being made to provide links betweenudoents so that one
document can lead a user to other related documents

Self-Assessment Exercise
Answer the following questions:

1. What are the main strengths of computers inrmé&tion processing?
A. Speed, accuracy, no fatigue, and large seocagacity
B. Only speed and accuracy
C. Only storage capacity
D. Only reliability

2. Who developed the first successful general-memlgital computer in
19447

A. Charles Babbage

B. Herman Hollerith

C. Howard Aiken
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D. John von Neumann

3. What does CPU stand for and what are its maimpoments?
A. Central Processing Unit; control unit andfanetic logical unit
B. Computer Processing Unit; memory and storage
C. Central Program Unit; input and output
D. Computer Program Unit; hardware and software

4. What is the difference between RAM and ROM?

A. RAM is permanent while ROM is temporary

B. RAM holds data temporarily while ROM storegrmanent
instructions

C. There is no difference

D. ROM is faster than RAM

5.0 CONCLUSION

Conclusion In this unit you learned something aktbet history of the

invention of the computer, the basic organizatiba computer system,
and the role of computers and computer networkgammation retrieval.

Now that you have complete this unit, you shouldabke to explain the
strengths of the computer and the history of theeldpment of

computers, describe the organization of a commyt&tiem and the input
and output devices that constitute the periphedatginguish between
hardware and software, and explain the generatiptes of computer
communication.

6.0 SUMMARY

In this unit, you have learnt among other thingsbasic architecture of
a computer system and you are now in a positi@ppveciate the role of
computers in information storage and retrievakhi& next unit, you will
learn more about the media on which informatiostased.

Possible Answers to Self-Assessment Exercise

1. A - Speed, accuracy, no fatigue, and large geocapacity

2. C - Howard Aiken

3. A - Central Processing Unit; control unit andhametic logical unit

4. B - RAM holds data temporarily while ROM storpermanent
instructions
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1.0 INTRODUCTION

In the last unit, you learnt among other thingstihasic architecture of a
computer system and you could appreciate the rbleomputers in

information storage and retrieval. In this unituywill learn more about
the media on which information is stored.

2.0 INTENDED LEARNING OUTCOMES
At the end of this unit, you should be able to:

v Explain how the computer represents data
v Describe the technical features of a number oag®devices.

3.0 MAIN CONTENT
3.1 Data Representation

In order to get the computer to work for you, y@ed to present to it both
data and instructions in a form it can recognize accept. The computer
accepts and records data and instructions in Oldpits. This is called
binary representation. A combination of eight odgl bits makes one
byte, which is the unit of representation of a eleter. Whatever data,
information and instructions will be given to thengputer must be
converted to the binary form. You do not need tarw@bout how to
effect, this conversion. There is always an infaetween the input
device and the computer to do the conversion.

Almost any device that can hold two states, sucduaent and no current,
open switch and: closed switch, and so forth, cteldised to store these
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bits; and so, is a potential material for manufantya computer storage
device. We shall now describe some of the storagees.

3.2 Magnetic Tape

A reel of magnetic tape is 10.5 inches in diamé#isrgnetic tape came as
a replacement for both punched cards and paper tapgé data are
represented through the arrangement of magnetmd along the length
of the tape, in rows referred to as tracks. Eadt sgpresent one bit. A
character is recorded across a section of theinegight bits. An extra bit
called the parity bit is used for error detectigitogether there are nine
rows (tracks or channels) across the tape. The icatnn of bits to
represent characters depends on the characteeiset Used. There are
two popular characters sets in use: the EBCDICqacktd Binary Coded
Decimal Interchange Code) and ASC11 8 (Americamc&ied Code for
Information Interchange).

The tape is made of strong and lightweight plastiated with magnetic
oxide material. It is, typically half an inch wided 2300 feet long. The
amount of information it can hold depends on tleereéing density used,
which in turn depends on the density of packingh# tape (i.e. the
closeness of the columns of magnetized spots atitedspe). Magnetic
tape is one of the devices called sequential ac=sses. That is, records
are written into it and retrieved from it one aftiee other.

Prompted by the computer, the tape drive (the nreshmathat revolves
the tape) begins to spin the tape, starting frora aad accelerating to the
appropriate speed before any "read" or "write" apen can start. While
the tape is accelerating, the read/write headipasiitself above the tape.
Data are recorded in groups or blocks. Typically,c8lumns hold one
record. The blocking factor is the number of resagcbuped together in
one block. There are gaps between the blocks af(@#er- block gaps),
which allow the tape to accelerate to the corrpeed before a data block
is reached. They also allow the tape time to canagedomplete halt when
the operation ends.

The limitation with sequential devices is thatsitnot possible to access
records quickly and randomly. If records are toréad from different
sections of a tape, it is quite clumsy, to movekbaied forth to do so.
Sequential devices are ideal for backing up infdiomain a system for
security purposes. They are also useful as an enpdibutput device for
batch-processing applications in. which large vaanof data are
processed on each run. Magnetic tape also comeartindges of 3 x 5
inches. A tape can hold about 200 MB of data.
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3.3 Floppy Disks

The ability to access and write individual recordsdomly on disk was
a major advance in storage technology. It remowednieed to process
data entry and retrieval of records in batches.ifihention of the floppy
disk by Shugart Associates in 1972 followed theroatiction of
microcomputers. It proved to be a cheap medium.

A diskette is made of polyester material coatechwitagnetic oxide.
There were two types of diskettes: the 5.25-ingetgnd the 3.5-inch
type. The former is already out of the market. B-iBich diskette holds
144 MB of data. Before the invention of the flopgigk, microcomputers
used small cassette tapes. They had neither tlesl spe the reliability
needed for improving performance of computers.

A diskette is marked into concentric circles calletks. The tracks are
divided into sections called sectors. A new diskéis to be formatted,
that is, marked into tracks and sectors. Whenletssis inserted into the
drive, a pair of rings grips it, and it begins fors It accelerates up to the
required speed for read for write operation (al®Q@ revolutions per
minute). Meanwhile the read/ write head has mowetth¢ right track to
wait for the right sector. When that sector comgsitudoes the reading
or writing of a record or records. The time reqdite move the read/write
head to the correct track is called seek time.l@rtriack, the time for the
desired record to rotate to the read/write heazhlied rotational delay.
The time taken from finding the right record todesy it is called data
transfer time; that is, the time it takes for thieole of the desired record
or records to pass under the read/write head. Tbesa time is the total
time taken, including seek time, rotational delag data transfer time.
Recording surface Track

Sector

3.4 Winchester Disks
The Winchester hard disk came out in the 1970s msjar success in

magnetic storage device. It is product of highlgtgsticated technology.
Manufactured under "clean room" condition, the usitpermanently
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sealed in pressurized plastic cartridge. This eeduimpurities like
smoke and dust particles that could damage the sliskace or the
read/write heads. Inside the unit, the read/wriiads float above the disk
surfaces in a cushion of air. This makes hard iiskune to friction and
mechanical damage in the course of use. The Witmhdsk is much
faster than the floppy disk. It starts to revolgesaon as tin, computer is
switched on and continues to rotate as long asdh®uter is on, unlike
the diskette, which starts spinning only when inhgerted into the drive.
The Winchester disk rotates much faster too. Rwtais at 3600
revolutions per minute. It also has much great@acdy. By the year
2001 the capacity had reached 30GB. That is 30,U0ons of
characters.

3.5 Optical Media

The invention of optical storage media is presethigygreatest height that
has been reached in storage media technology. @ptiedia are based
on the properties of light. The first storage medito come out of this
technology was the compact disc audio player, wiuame into the
market in 1983. The compact disc read only mem@y-ROM) came
next in 1985. Subsequently, the compact disk iotera and compact
disc video came into the market.

The first optical disks that were commercially dale were used on
television videodisk systems. At that time eachewidisk could hold
53000 picture frames and that gave half an hogragram or movie. A
double-sided videodisk gave twice that. A spe@atdre of optical media
is that the laser beam can jump about, scan and fldemes in any
sequence under the control of a computer. This makespecially
suitable for storage for interactive applications.

The CD-ROM has been of tremendous importance féornmation
storage and dissemination. Its durability, hugeagfe capacity, and high
fidelity make it useful for distributing informatmin large volumes and
for keeping materials of high archival value. Arattbenefit of CD-
ROM is that it has made large databases availabiedividuals using
personal computers. This is very important for:rsise developing
countries and for many libraries that had stoppdussribing to some
major bibliographic databases in, the printed weron account of the
huge cost that was involved. Regrettably they werkein a position to
subscribe to the online service because of techmiifhculties and
prohibitive cost of telecommunications charges.yrhave now turned
to the CD-ROM versions of those databases.

CD-ROM disk is a metal-coated clear plastic platieto which a laser
light burns digital information. Bits are stored tme optical disk by
burning microscopic pits into the surface of thekdiThe absence or
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presence of a pit determines whether a bit is aeane. Laser is used to
read and retrieve information from it. Data codiog CD-ROM is
standardized. Manufacturers follow well-definednsi@rds, so that the
same CD-ROM can be used on different machines. ARTIM is usually
marked into blocks of 2,352 bytes. Each block azld B048 bytes of user
data, while the remaining bytes store identificatioformation for the
block, error correcting codes, and data concertiiegnode of, storage.
A single CD-ROM of 3.75 inches in diameter can haideast 700 MB
of data.

3.6  Micrographics

Micrographic media were introduced to deal with Hast storage space
requirement associated with printed output. Micagdpics are microfilms
carrying information that has been recorded ndahe) binary forms of
magnetic and optical storage but in the actualadiars of text and actual
form of graphic images. The techniques of microfilgimake it possible
to reduce a page photographically to a very smadition of the original
size. This is where the advantage of reduction tfrage space
requirement comes in. However, there is the linatatthat special
equipment (reader) is needed to read the informatiat. The microfilm
reader magnifies the small images to be legibteeéchuman eye.

Before the advent of optical storage media, mitredi were the best
media for distributing voluminous and archival metks. They are quite
cheap and portable. They also have long life ifestqoroperly. Another
important advantage is that the output of a compoperation can be
stored, directly in microfilms and therefore bypagaper output. In this
case a COM (Computer Output on Microfilm) recormerequired to do
the recording. Microfilm came in several formats.

Roll film: Roll microfilm has been the most widely used andhaps the
most economical in terms of the vast amount ofrimgtion that it can
store at minimal cost. Microfiims are commonly dahie in 16
millimeters and for special applications in 35 &0dnillimeters. One roll
film can hold several thousands of pages of a book.

Cartridge microfilm: A second format is the cartridge microfilm. It has
the same features as the roll microfilm, but migre suitable where rapid
document retrieval is required. It is used withN Beader/Printer and
allows any image to be located quickly and readf oecessary, hard
copies produced within seconds. Cartridges arellysiilad in shallow
drawers with each cartridge carrying identificatioformation for easy
retrieval.

Microfiche: A third format is called a microfiche. It is a rangular
negative with many rows of frames, images thatesgond to pages of a
document. It is read with the aid of a microficleader, and hard copies
can be produced easily.
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Self-Assessment Exercise
Choose the most appropriate answer:

1. How does a computer represent data?
A. In alphabetic form
B. In 0 and 1 bits (binary representation)
C. In decimal form
D. In hexadecimal form

2. What is a major limitation of sequential accdesices like magnetic
tape?

A. They are too expensive

B. They cannot store much data

C. Records cannot be accessed quickly and ragdom

D. They are unreliable

3. How much data can a 3.5-inch diskette hold?
A. 1.44 KB
B. 1.44 MB
C.1.44 GB
D. 144 MB

4. What is the main advantage of CD-ROM over magrstbrage?
A. Lower cost
B. Durability, huge storage capacity, and hiiglelity
C. Faster access speed
D. Easier to manufacture

5.0 CONCLUSION

In this unit the storage devices that are commassd were presented to
you. You have also learnt how the computer reptessata. You should
now be able to describe the technical features ofimber of storage
devices.

6.0 SUMMARY

Now that you have learnt how the computer represeéata and you are
familiar with the technical features of variousratge devices, you are in
a position to move on to consideration of recomts fles, which are the
subjects of the next unit.
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Possible Answers to Self-Assessment Exercise
1. B -1In 0 and 1 bits (binary representation)
2. C - Records cannot be accessed quickly and nalydo

3.D-144 MB
4. B - Durability, huge storage capacity, and Higklity

7.0 REFERENCES/FURTHER READING

Cyril, H. P.et al (1982).Information  Systems Design
Sydney: Pretence-Hall.

French, C. S. (1996)Computer Science(5th ed.). London: Letts
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1.0 INTRODUCTION

In the last unit, you learnt how the computer repris data and you
became familiar with the technical features of wasi storage devices. In
this unit, you are going to learn about records fdad.

2.0 INTENDED LEARNING OUTCOMES

At the end of this unit, you should be able to:

Distinguish between records, files and directofaedolders)
Identify the elements of a bibliographic record

Describe the ways files are organized
Explain how the computer accesses files and records

AN

3.0 MAIN CONTENT
3.1 Personnel Records
When an officer talks about the record of a tratisacwhat exactly does

he mean? He is probably referring to a letter grafrihe documents that
might include a receipt, invoice, a voucher, sometations, a proposal
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and so forth. What makes a record in computer geoisquite different.
The examples above qualify as documents in their vght and so must
be stored as files.

Similarly, when a clerk brings out a file, you wdwxpect it to contain
documents that include memoranda, letters, finastadements, reports,
receipts and so forth. What the clerk calls atféee is more appropriately
called a folder or a directory in computer langyagieile the documents
are files.

From now on you need to hold on to this new undeding. Now, let us
visit the personnel or administrative departmera obmpany to see what
information it keeps on staff. Each employee isitdied by name and
personnel (or file) number. Other pieces of infaliorainclude sex, date
of birth, date of assumption of duty, designatsalary scale, and so forth.
If this kind of information is to be stored in tbemputer and for all the
staff, we have to consider how to arrange the gi@tanformation on
each person. We have talked much about classifymagordering things
or information to facilitate access and retrievite pieces of
information enumerated above will be stored in rthewn
"compartments”. In computer language these arereefd¢o as "fields",
while all the pieces of information for each em@eymake a record. All
the records of all the employees make up a file.

Self-Assessment Exercise
Answer the following questions:

1. What is the difference between a record, a fiztd a file?

A. They are all the same thing

B. A field contains pieces of information, aoet contains all fields for
one item, a file contains all records

C. Afile is smaller than a record

D. Records are only used in manual systems

2. What is a primary key in a record?
A. The first field in a record
B. The largest field in a record
C. The field most suitable for requesting infatiman about the record
D. The last field entered

3. What are the main issues in file organizatioth access?
A. Only the storage medium used
B. How records are arranged, stored, and retdiérom files
C. Only the size of files
D. Only the number of records
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4. What is indexed sequential file organization?
A. Records stored randomly with no index
B. Records sorted by key with cylinder and traxdexes created
C. Records stored in alphabetical order only
D. Records stored by date only

3.2 Bibliographic Records

A bibliographic record is made up of distinct pisc# information about
an information source. Let us take as our exampleok.

Carol Omu. A Resource Book in Town Planning. Lagos: Generation
Press, 1998.

The pieces of information or fields are as follovksithor Carol
Omu

Title: A Resource Book in Town Planning

Place of Publication: Lagos

Publisher:  New Generation Press

Year of Publication: 1998

For a journal publication such as

Low T. Jam. Rice Production in Tropical Highlands. Journal of
Agronomy an Crop Protections. Vol.8, No.2, 1997, 235.

We have the following fields:

Author: Low T. Tam

Title: Rice Production in Tropical Highlands Joutndournal of
Agronomy and Plant Protection Volume: 8

Number 2

Year: 1997

Pages: 23 - 35

If we can recognize all the fields in the biblioghec records of
information sources, arrange a format for storing tecords. We shall
demonstrate this later.

3.3 Some Characteristics of Records

All the fields of a record contain useful infornati but they are not
equally important for the purpose of identifying gherson, thing or place
that the record is about. For instance, it is rmeaningful asking for the
details of a book by the author's name or by tie tthan using the place
of publication. Similarly it would make more serteeequest the personal
details of a staff in an office by his or her natian by his or her date of
birth. In these two examples, the fields that arestmsuitable for

requesting information about a book or about & sti@ also the ones to
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use to get to their records in a computer file.yraee called the primary
keys. They are the best keys for getting at speo#cords in the files.
Other fields could still be used as keys anyway thatr identification
value is only secondary. So they are called seagrigays.

The number of fields in a record could be fixedauld vary. For instance
the record of a book that was written by two ausheould not have the
same number of fields as one that has one authl@ssiwe want to lump
all the authors in one field. That itself creatggrablem in retrieval by
each author's name. The fields themselves ardways of the same size.
In our two examples of records, the field "named étitle" would vary
in size from one record to another according tdehgth of the name and
title in each record. Fixed-length records are ¢hwih the same number
of fields and the same number of characters ield for all the records
in the file. Variable-length records are those thate variable number of
fields and variable field size.

3.4 Access to Files

It must be emphasized here that records and fikegr@ated and stored
for a purpose, namely, for retrieval. The questmmvorry about here is
how to locate a specific file and the individuateeds in it. You will recall
that among the secondary storage media are magapgs, magnetic
disks and optical media. When files are stored sequential device,
records are read one after another until the coenetts to the end of the
device. So when it locates a file, it can searchhe desired record until
it finds it, or if the record does not exist, untilgets to the end of the
device.

In the other devices such as disks and optical apede computer can
locate directly any file or record without readitite ones before to get
there. Such devices are called direct access statagces. With these
devices the computer maintains a table of contentglogue, or index of
the name and location of each file in the devicecethe file is located
the next thing is to locate the desired record.

3.5 File Organization

File organization is the way records are arrangadl stored in a file.
When the computer starts the process of storirgg (shwriting) a record,
the mechanism that does the writing called reatéwread (it does the
reading too) moves to locate the track and thersélator in the case of a
direct access device.

The record to be written is sent from the main mgnto the read/write

head, which then writes it on the surface of tloeagfe device. When the
storage medium is a random access device, thewedhead moves
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rapidly to any location that is available to writ@. The next record
follows and is written in the next available pamiti On a magnetic tape,
on the other hand, the read/write head moves ségligrfrom the
beginning until it gets to the first writable sexcti(if the tape is empty) or
from record to record until it gets to the end lod fast record (if some
records are already in it). Then, it begins writthg record. The records
that follow will be written on the next successimagnetic positions.

In the process of reading these records the comfmltews exactly the
same procedure to locate them and then the reaelmead will transfer
them to the main memory.

3.6 Disk Pack and Cylinders

There is only one recording surface on a singledsiffoppy disk and
two recording surfaces on a double-sided floppyk.di®ther disk
assemblies (units) consist of a number of diskseoted one above the
other by a common drive mechanism. That gives Bee@rding surface,
where n is the number of disks. The top and bo#arfaces are not used
for recording. Each writable surface has its owadrerite head. Each
surface is marked into concentric tracks (abouf) 20@ each track into
sectors. With 200 concentric tracks on each surféaagould look like
there are 200 concentric cylinders in the unit.

3.7 Address

The special feature of the direct access storageeateis that any record
can be located independently disk pack is givetreims of the cylinder
number, the track number, and the block number.

3.8 Sequential Files

In a sequential file, records are written or readai fixed sequence.
Sometimes, the records have to be sorted by ai&klyldefore-they are
written to the storage device. If, for instanceg staff records of an
organization are sorted by surname, then the wieclerds will be stored
in an alphabetical order, of surname. We notedezdHat magnetic tape
is a sequential storage device. That is, recordsfées are stored in
magnetic tape in sequential order. They are a0 ire sequential order.

3.9 Direct Access Files

In the direct access storage devices, every relsasdan address that
makes it possible to locate it independently okottecords. A common
practice is to maintain an index or table of thg &ad the relative record
number of the record in storage. The index is asagtgred in sequence
and this facilitates easy reference for the purpdseading the records.
To retrieve a record, the actual key is looked muphie index, and the
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relative record number of the record that matchesey is found. Then
the address in storage is worked out and the redardcessed.
3.10 Indexed Sequential Files

Indexed sequential file organization is based atirgp of records by a
key and the creation of cylinder and track indeXesst the records are
sorted by an appropriate key and then written @cessive locations on
the disk. As a track is filled, the key of the lastord on that track is
entered in a track index. The next records go eonxt track, that is the
corresponding track below in that cylinder. Wheattts filled the last
record also goes into the track index.

The process continues until all the tracks in andgr are filled. The last
record in the cylinder is entered into the cylindsdex. The cylinder
index will continue to grow as the cylinders atlkefl. For each cylinder
there will be a track index but there will be omige cylinder index for
the whole disk pack.

Now, one can imagine how easy it will be to locatel retrieve records.
The first thing is to look up the cylinder indexdaget the cylinder that
bears the record requested. The next step is koupdhe track index of
that cylinder to find the right track. Having foutiee track, the record can
be located by scanning sequentially.

Possible Answers to Self-Assessment Exercise

1. B - A field contains pieces of information, @oed contains all fields
for one item, a file contains all records

2. C - The field most suitable for requesting infiation about the record
3. B - How records are arranged, stored, and wettiérom files

4. B - Records sorted by key with cylinder and kraxtlexes created

5.0 CONCLUSION

In this unit you have learnt a number of thingsialrecords and files.
You can now distinguish between records, files aectories (or

folders), identify the elements of a bibliograptecord, describe the ways
fles are organized and explain how the computeesses files and
records. File organization is extremely importaot the purpose of
retrieval.

6.0 SUMMARY
You have now learnt how the computer representa datl you have

become familiar with the technical features of was storage devices.
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You have also learnt about records and files aredwilays that the
computer accesses records and files. In the neitt you will be
introduced to databases. You will learn that dagabare made up of files
organized in such a way to facilitate retrieval.

7.0 REFERENCES/FURTHER READING

Cyril, H. P.et al. (1982).Information Systems DesigBydney: Pretence-
Hall.
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1.0 INTRODUCTION

In the last unit, you learnt about records andsfdad how the computer
stores and accesses them. In this unit, you wadltnehow files are
organized into databases. Understanding of thetstei or organization
of databases is important for the purposes of gend retrieval of
information.

2.0 INTENDED LEARNING OUTCOMES
At the end of this unit, you should be able to:
Explain the problems of customized file approach
Explain the basic concept of database

Enumerate the advantages of centralized databaseamh
Describe the various approaches to database oegmz

AN

3.0 MAIN CONTENT
3.1 Management of Data

Data and information are a major resource in anaruggtion.
Management of data and information is, therefor@rgyortant business
activity in every organization. Go into any offiaad you will not fail to
notice the movement of “files". In the traditionafice, every unit or
department had its own set of files. The persodephrtment had a file
for each employee. The accounts department alsoahfié for each
employee. In a situation which a file had to leame unit to another, there
was always a problem of misgiving, resistance atility.
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Now, many organizations are making intensive useoafiputers. There
is at least one computer, in every department ty amd the records that
were in cardboard folders (or file jackets) are nowhe computer. What
happened in most cases was that each departmestbpet a customized
computer based system of managing its own recéslyou can recall,

the computer requires a program or a suite of rogr (software) to

execute a job or perform a task. So accordingeddkks performed in a
particular department, that department purchased iastalled the

hardware, and developed (or purchased) and indtadlle necessary
software, to manage its records. Before we exarsame examples of
these let us define the term "application”.

An application is the software developed to perfangob comprising a
set of related tasks. A large bookshop would beeetqul to have

personnel file, inventory file, customer file, gemeledger file, and

payroll records, among others. In a situation inclwleach department or
unit is doing its own thing, we would have the doling applications:

Unit Application [Type of Data

Personnel Personnel |Name Address, Designation, Birth,
Marital Status etc
Accounts | Payroll Name Address, Bank, Salary,

Deductions, Designation, Allowances, etc

Accounts | General Debits and Credits, Status of each
Ledge account etc

Marketing|Customer  |Name Address, Credit information,
Terms of contact, etc.

Marketing|inventory Price, Cost, Locations of items, Stdekels
etc.

3.2  Problems of Customized File Approach

The problems with this customized file approach ew@ny. To start
with, there is the likelihood of data redundancheTsame data are
replicated in several files. For instance, in tiglé above, some personal
details of each member of staff are duplicatedhe personnel and
accounts records. Now, think of a situation in vilrao employee changed
his address and communicated this change to tlablisstiment. The
personnel unit updated the address of the employdés records, but
through somebody's negligence or through commuboitagap, the
accounts unit was not aware of the change of addidse consequence
is that the personnel unit will be using the peiscnrrent address while
the accounts unit will continue to use the old addr This is a case of
lack of data integrity. That is, there are diffdrgarsions of a piece of
information about the same person or thing.

Another problem is the tendency for a unit to haridto what it considers
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its own. The data generated and the files treayed hnit are usually
protected by that unit. There is the problem of eship. No unit feel
obliged to share its data with other units. Witk throblem of data
ownership comes the problem of accessibility. Tor@ol of data by one
unit makes it difficult for others to have accesstem.

There is another problem you may need a lot of in&pn to grasp. That
is the problem of data dependent program or daperdéency. When
computer applications are implemented in differdapartments in an
isolated fashion, the way the data are definetiecsbftware is different.
Let us consider the example of date. For one agpdic, the date may
have been defined as dd-mm-yyyy, while in anotherformat was given
as ddmmyyyy. In the first format, there are twocgsafor day then a space
for the dash, then two spaces for month, then aesfiar the dash, and
lastly four spaces for year. The computer woulahthkkocate ten spaces
for the date field. In the second case, it wilbadite the first two spaces
for day, the next two spaces for month and then dpaces for year with
no spaces between them. Then there would be gigbes for date. This
means that when data have been defined differetalydifferent
applications, data meant for one application cafm@otised by another
one. This is a case of software being locked tadt and data being
locked to the software for which they were stored.

3.3 Database Concept

The problems described above can be solved onbudir centralized
planning and systems Development. The various &tesrecords could
then be integrated into a database. A databaseafiextion of data or
data files that have been integrated in a manmefakilitates easy access
and haring. Once the format of storing data has Bendardized for the
whole enterprise every program an access the d#taw problem. The
centralized control of the database eliminateptioblems of ownership
and accessibility. Another point is that since ¢hsronly one database for
everybody, there is', no longer the possibilitgher data redundancy or
lack of data integrity.

Self-Assessment Exercise
Choose the correct answer:
1. What are the main problems of the customizedafdproach?
A. Only high cost
B. Data redundancy, lack of data integrity, datamership problems,

and data dependency
C. Only technical difficulties
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D. Only storage space issues

2. What is a database?

A. A single file of information

B. A collection of data files integrated to fi#geite easy access and
sharing

C. A computer program

D. A storage device

3. What are the advantages of a centralized da@bas

A. Only reduced cost

B. Minimized redundancy, maintained consistemasier sharing, data
independence, enforced standards

C. Only faster access

D. Only better security

4. Which database organization allows many-to-mhnks between
fields?

A. Hierarchical

B. Relational

C. Network

D. Sequential

3.4 Advantages of Centralized Database
1 Data redundancy can be minimized

We would actually say that data redundancy is elat@d. However, there
are instances when some level of redundancy isegeéthe important
thing is that unnecessary redundancy can be avofdesther way to put
it is that redundancy is controlled.

2. Consistency and integrity of data can be maintained

A situation in which there is conflicting informah coming from
different departments or units is quite objectidealdvhen the same data
elements are scattered or replicated in severtd,ihere is no assurance
that if they are updated in one unit, they willdpelated in all units. When
there is only one entry of a data element, then pheblem of
inconsistency cannot arise. This means that itlvalpossible especially
with the aid of the software that maintains thealase to ensure accuracy
of data, that is data integrity.

3. Sharing of data becomes easier

The question of any unit trying to hold on to itgadoes not arise with a
centralized database. All the applications thatineeaccess the database
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can do so without difficulty.
4. Data independence can be maintained

Some software packages dictate the way data steuitored for their
use. Unless data are presented that way they cegsmbthem. Also it is
the way data have been declared to software thailt #xpect them. That
IS, a software package could have difficulty acecesghe fields in a file
created for other application. This is the probt@mdata dependency. This
problem is solved in a centralized database becswde a database is
managed by software that sits between the datadvadethe various
applications that access the database. It senassiasermediary. Even if
the characteristics ofa  field should be ¢geahit is only that software
that needs to know about it. The applications doneed to know about
the physical storage of data elements. This is iddigpendence.

5. Standards can be enforced

Centralized planning ensures not only uniformitythe construction of

data structures (the format of storing data eleg)dnit that all necessary
standards are met. It is the standardization ofdh@mat of data storage
that allows different programs to access the datba

6 Conflicting needs can be reconciled

The process of building a database is that of consebuilding. Every
section has to give way to what is best for theleleoganization. It could
mean a complete overhauling of the entire orgaiozafor better
performance.

7. Security controls can be applied

When the data resources of an organization areralized to be
accessible to all sections, there is security gmbIThis is probably one
reason why people may resist the idea of centalcmntrol. There is
really no cause for alarm as a database systemafigrhas a number of
security devices. The first security device isphassword, to ensure that
only authorized persons can get into the databasall.aSecondly,
different authority levels are assigned to those wate authorized to get
into the database, to define what fields or dagéaehts they can access
and what they can do. Somebody who has no busiméss particular
field will not be given access to it. Someone ets®/ have access to it
but he can only retrieve information from it. Henat change the content
of that filed.
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8. Valuable information is received

Information that is supplied to management is maable since it is
based on a comprehensive and integrated collectialh the data files of
the organization instead of drawing from dispafi¢s.

9. Various reports are available

Besides routine reports, all kinds of ad hoc repare made in response
to various requirements.

10  There is economic gain

The fact that data are not duplicated amounts@a@uic gain. The gain
is further enhanced through the minimized inpuppration, as there is
only one input operation.

11  Programming time is saved

Considerable saving in programming time is madebge the software
that manages the database does creation and pnocess files and
the retrieval of data.

3.5 Database Organization

Four approaches may be adopted for organizing dsésh according to
which we following types of database.

v Relational

4 Hierarchical

4 Network

4 Distributed
Relational databases

Table 1: Relational Database

Name Matric |Date of Birth [Faculty Department  |Year of
No. admission

[Bade J.. 12885¢ [12-08- Arts Englist 1997/9¢

[Durojie, L 23235¢ |04-08-198Z  |Scienct Geology 1998/9¢

[Kabogu G 26558 [23-12- Scienc Chemistn 1998/9¢

Adeyi, M 13975( |09-04-1971 |Agriculture |Agronomy 1997/9¢

Zaki, O 37583¢ |07-02-1984  [Soc Economic 12000/0:

In relational database, files are organized inembtalled relations.
Records are arranged in rows while the fields er@nged in columns. In
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technical jargons, the rows are called tuples &edcblumns attributes.
Relational databases have already become the maosion type of

database. A relational database is accompanied midbx files to

facilitate access.

Hierarchical databases

A hierarchical database has a tree-like struciline.organization has the
advantage of efficient use of storage space and amgess. The database
has a top-level record type known as the root nAdleccess operations
to the database must start at the root node. Tdtenomle is connected to
lower-level nodes, which contain data elements dnatattributes of the
root node. These lower nodes are in turn connectgeet lower level
nodes.

Students
Master Record

A 4 y l

Final
Record

Academic
Record

Health Clinic Record

Course
Registratior
Record

Course Course §
Registration Registration
Record Record

Fig. 2:Hierarchical Database of Students Record
Network databases

Network databases are based on the same prineiplése hierarchical
databases. The network model makes it possibleveldp many to many
links between fields. There is no single root nddstead, access can be
made through any level in the network and one camenupwards or
downwards.
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Supplier A Supplier B

L)

Item 1 ltem 2 Item 3 ltem 4 ltem 5 ltem 6

Fig. 3: Network Databases
Distributed databases

With progress in database management softwareedgxbmmunication
links, many organizations no longer need to sttirefdheir databases in
one physical location. Instead, they are spreadsaca network of
computers that are dispersed in widely separatedrgphical areas and
linked through - telecommunication facilities suab telephone lines.
Such a dispersed database is referred to as épdistt database. A good
example is when a bank maintains a database cugomers at each
branch, which can be accessed not only at thathrant also from other
branches. A network of bibliographic databasesdtea seen as a kind
of distributed database. A user who logs into aeyafithem can retrieve
information that is stored in any other one. Arilistted database appears
to a user as if the entire database is storededbtiation from where he
or she is accessing it.

Possible Answers to Self-Assessment Exercise

1. B - Data redundancy, lack of data integrity adatvnership problems,
and data dependency

2. B - A collection of data files integrated to ifdate easy access and
sharing

3. B - Minimized redundancy, maintained consisteregsier sharing,
data independence, enforced standards

4. C - Network

5.0 CONCLUSION
In this unit you have learnt a number of thingsutlutatabases, especially

how files are organized into databases. You hase &arnt four
approaches to database organization. You shouldoeaable explain the
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basic concept of database, the problems of cuseshiite approach, and
the advantages of centralized database approach.

6.0 SUMMARY

Understanding of the structure or organization athtdases is important
for the purposes of storage and retrieval of infmrom. With all that you
have learnt about databases in this unit, you aneready to learn about
the software that manages databases in a computer.

7.0 REFERENCES/FURTHER READING

Cyril, H. P.et al (1982).Information Systems Desig8ydney: Pretence-
Hall.

French, C. S. (1996)Computer Science(5th ed.). London: Letts
Educational.
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1.0 INTRODUCTION

In the last unit, you learnt the fundamentals dabases. You will now
see how the computer manages databases with thef @ddatabase
management system, which also serves as an intenmdukbtween the
physical data storage and the various applicatiostshave to access the
databases.

2.0 INTENDED LEARNING OUTCOMES
At the end of this unit, you should be able to:

Explain what a database management system is
Explain the concept of database schema
Explain the concept of query languages
Describe file management system

Describe transaction processing monitors.

AN N NN

3.0 MAIN CONTENT
3.1 What is a Database Management System?

The business of managing a database and givingstoeapplications
programs is undertaken by the software called RemkdManagement
System (DBMS). Database Management System hasdedieed as the
software which organizes the structure of the detalfthrough the data-
description language or DDL) and handles all actesthe database
(through the data-manipulation language or DML)slthe DBMS that
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sits between a database and application programhsi¢ed to access the
database. It acts as an intermediary. The DBMSitieis the access to
and updating of the database. Since it provideslata interface (link) to
the data, it provides a means of implementing tight consistent
integrity control. The advantages in the centralidatabase approach to
data management, which we enumerated earlier,casljpe because of
the management capabilities of the DBMS.

The DBMS has to meet the needs of three categofiasers. First are
the end-users who are usually not programmers. DBBIS has to
provide an easy interface to access the datablaseexpected that the
DBMS provides a high level of user-friendlinessotingh dialogue boxes,
error messages, and help facilities. The secondgoat of users
comprises programmers and system designers, whe twabe pre-
occupied with the technical details of efficientass to and manipulation
of the database. Lastly, the DBMS has to serveaéieels of the database
administrator. It is the job of the database adstiator to handle all
issues about database design and definition, sthzddon, database
creation, access control, database maintenanceseaudty.

3.2 Database Schema

Earlier, we talked about data independence as 6rtheobenefits of
implementing a centralized database. The DBMS dsiapplication
programs from the details of the physical storafggata. Rather it offers
them a logical view of data. In other words, beydnel requirement of
data independence, the DBMS makes it possible ¢sept a logical
definition of the database to users and their appbn programs. This
logical definition is called a database schemdefines the record types,
fields, the type of values a field may have, repgatgroups, and
relationship between records. Thus there are teevwvior models of the
database, namely the physical model and the logicalel. The physical
model describes such characteristics as access ipatine database, the
linkage between records, the formula used to caleudddresses, the
means used to handle overflows, the representatied for numbers, as
well as other physical aspects of storing, findiagg retrieving records.
Each application program that accesses the datalsskas its own view
or schema of the database, which can only be aesufsthe entire
database. Such a view is called a subschema.

3.3 Query Languages
The DBMS mediates between application programs theddatabase.
That means that it has to receive a request oegydtom an application

program each time the program has to access thbat#. Such a query
IS given in what is called a query language. A guanguage usually
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comprises a DDL and a DML. The DDL is used, to #ye¢be data in the
database while the DML is used to access the Baths and DMLs may
by independent of any other language or may be dddgkin another
language. The combination of a DIAL and a DML idle Data

Sublanguage (DSL). An example of a DSL is the StahdQuery

Language (SQL). The diagram below shows the proce$s
communicating with the DBMS. The user's applicatipnograms are all
connected to the DBMS server. The DBMS servergpexial program,
which can accept multiple connections from manyliappons programs
at the same time (a capability referred to as ntdading).

Application 1 Application 2 Application 3

Database
Management
System
A A A

Cache

Fig. 1. A Database Management System

A request is initiated by an application progrand aent to the DBMS
server using a DSL commonly a SQL. The DBMS traesléhe request
and recognizes it to be one of many possibilitieshsas a request to
define, insert, update, delete or retrieve spediita. If for instance, it is
a request to retrieve data, the DBMS server witleas and retrieve the
data requested and puts them in a data cache fhmrewhey can be more
rapidly manipulated.

Query languages operate in two basic modes, nateetyinal monitor
mode and as embedded query languages. The termmator mode
allows a user to use the query language at a tafnmtrallows the end-
user to formulate queries to receive informatiamfrthe database. In the
second mode, the query language statements arganated into the
program codes that have been written for otherdaggs like COBOL
and C. The SQL is one of the most widely used glarguages, and has
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become an international - standard for databasey daeguages. Among
the many computer manufacturers and database gredppliers that
have adopted it are Digital, IBM, INGRES, ORACZBEIHORMIX. It
uses plain English verbs to request for action,ifigtance, CREATE,
SELECT, SET, INSERT, UPDATE, DELETE.

3.4 File Management System

One of the greatest developments in the historycahputers and
information management is the success of microceenpuand their
popularization. Part of the success story is tluifpration of software
intended to run in them. Microcomputer versionsnodst software
packages that were meant for mainframe and minipcbens have been
developed. In recent years a wide range of softwakages with the
features of a database management system haveiotoribe market.
They are actually referred to as file managemesiesys.

Usually they have rudimentary DDLs and DMLs, whiohke it possible
for users to set up and maintain a number of fihout much

programming effort. They are quite efficient inithetrieval function as
in well such tasks as selecting data and sortingeyTare based on
relational database approach. Some of them haventeecso well

developed that they can be regarded as real databmamagement
systems. The DBMS are quite simple since they ateaguired to serve
a large number of users. One factor that makes tpate attractive is
that they are easy to use and easy to programnenmjigs of these
products are Microsoft Access, dBase, Sybase, IN&REoxPro,

Paradox and ORACLE.

3.5 Transaction Processing Monitors

We should mention here the highly specialized p@aogr called
transaction processing monitors (TP Monitors), Whigperform
transactions for applications. They are not angHhike DBMS. Our
interest here is that they are often used in canijon with DBMS to pass
requests from applications to the, DBMS serverteanasmit the response
back.

The benefit of having the TP Monitor to assume thle is that it queues
up the requests from the applications and proce8s®® one after
another. Thus it reduces the number of connectitome applications
programs that the DBMS server has to manage. $hesily an important
relief in a situation when there is a large numifesipplications that are
all repeatedly performing a small set of similansactions.

Accounts Section?
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Self-Assessment Exercise
Answer the following questions:

1. What is a Database Management System (DBMS)?

A. A type of computer hardware

B. Software that organizes database structulehandles all access to
the database

C. A storage device

D. A programming language

2. What is a database schema?

A. A physical storage device

B. A logical definition of the database presedrteusers and application
programs

C. A type of query language

D. A backup system

3. What does SQL stand for?
A. System Query Language
B. Standard Query Language
C. Simple Query Language
D. Structured Query Language

4. What is the main difference between DBMS and filanagement
systems?

A. File management systems are more complex

B. DBMS serves large numbers of users whilenfilmagement systems
are simpler for microcomputers

C. There is no difference

D. File management systems are newer

5.0 CONCLUSION

You have now completed the fundamentals of datalbaseagement
systems and you should be able to explain whatabdae management
system is, the concept of database schema, andotieept of query
languages. You should also be able to describerfdaagement system
and transaction processing monitors.

6.0 SUMMARY
You have now seen how the computer manages databébethe aid of

a database management system, which also servas @sermediary
between the physical data storage and the varioplscations that have
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to access the databases. In the next unit, youbedin to explore the
concept of information retrieval system.

Possible Answers to Self-Assessment Exercise

1. B - Software that organizes database structustdhandles all access to
the database

2. B - A logical definition of the database presehto users and
application programs

3. B - Standard Query Language

4. B - DBMS serves large numbers of users while filanagement
systems are simpler for microcomputers

7.0 REFERENCES/FURTHER READING

Cyril, H. P.et al (1982).Information  Systems Design
Sydney: Pretence-Hall.

French, C. S. (1996)Computer Science(5th ed.). London: Letts
Educational.
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UNIT 1 CONCEPT OF INFORMATION RETRIEVAL
SYSTEM

CONTENTS
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2.0  Objectives
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3.3 Information Retrieval System
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5.0 Summary
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1.0 INTRODUCTION

In this unit, you will find out exactly what a regval system is all about.
We shall begin by considering what it means taewedr, information.

2.0 INTENDED OUTCOMES
At the end of this unit, you should be able to:

v Describe a document retrieval system

v Explain the concept of information retrieval

v Describe the organization of an information retaiesystem.
3.0 MAIN CONTENT

3.1 Document Retrieval System
We shall begin our consideration of what an infaioraretrieval system
is by describing a document retrieval system. Isestart with a visit to a

library. If you are not yet familiar with the fumens of a library, it is
advisable that you actually go and move arounchmmearest to you.
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As you enter the library, you are right at the sitgwesk. The security
officer asks for your library card. You do not haargy because you are
coming to the library for the first time. He dirsgtou to someone at the
circulation desk for your registration. Some forans given to you to fill
and you fill them right away. The stuff inspectseiny and finds them in
order. He nods in satisfaction and fills out a ¢ardich he slips into your
hand. That is your library card. He also gives yawr small cards and
says, "These are your borrower cards”. This libiarg small one and
there are no computers here.

You want to begin your tour from the section calkechuisitions. You
are shown a door at one end of the hall. On gdingugh it, you meet a
staff who is the acquisitions librarian. On sevéoal shelves are books
that have just arrived. They were purchased frdfer@int sources. They
are being recorded and stamped. You are toldhkgiwill later be moved
to the cataloguing section.

Now you walk through a side door and you are inct@loguing section.
Several persons are working on the materials thalt fecently been
brought from the Acquisitions. In this section,ytlteetermine the subject
area of each material. If, for example, a bookikistory, they find what
aspect of history it deals with. So, for every matethey note the subject
and the aspect of the subject. That is called ifieeson. They also have
a way of describing the materials in terms of auythite, publisher, and
place and date of publication. These pieces ofrinébion about the
material are typed on cards. The process of dasgrthe book is called
cataloguing. On the catalogue cards, they inditeesubject and a code
called class mark. The class mark represents thiectand aspect of the
subject as well as the location where the matesibbe kept on the shelf.
You can see a carton of books that have been meddseing carried
away for shelving.

The next section to visit is the circulation sectidlow you are back at
the circulation desk. Some people are there toolaolooks. Others are
there to return books. After watching for a whileu decide that you will
also take a book away. You want a book that wittaduce you to
computers. You are told that you cannot just gauabmoking for a book
in the library. There is a procedure to follow. Ybtst search in the
catalogue. Since you do not have any particulakboonind, you will

have to go to the subject catalogue. Now you haviedpect the cards
that represent books on various aspects of congpuader flipping over

several cards you see the one that reads "Computgeduction to the
Use". That is the one you want. The author is B.Bgbon. If you had
known of this book and the author, you would haveeto search the
author/ title catalogue. Anyway, you write the slasark and then with
the class mark and following the direction of tirewation officer, you
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go and get the book from the shelf. With the baokaur hand you return
to the circulation desk where it is charged outytm to take home.
Congratulations! You have successfully retrievedogument from a
document retrieval system. The diagram below iatss a document
retrieval system.

Document Input Catalogue Query
Processes T <

\ Catalogue

I

Catalogue

Fig. 1: A Document Retrieval System

The input to the system is a document. After it bagn received,
classified and catalogued, (that is after it hasegthrough all input
processes), a card that will represent it is filethe catalogue while the
document itself is taken to the shelf where it walinain as in a document
store. There is something interesting about thelegiie. Every document
must be represented in it. Each card that represedbcument is in this
sense a surrogate, as it stands in for a partidolewment.

A person who needs information comes in with a guarquery in this
context is an expressed need for information oafdlocument. It must
be formulated in terms that facilitate a search tfee information or
document. Your query was "Give me a book on Intobida to
Computers.” You took that query to the catalogwktaere you retrieved
a surrogate for a book entitled "Introduction te tdse of Computers”
written by B.M. Egbon. That card or surrogate behes bibliographic
record or bibliographic information of the bookepresents. So, this first
level of retrieval is called bibliographic retridvA successful retrieval at
this point assures you that there is a documemntviilameet your need.
The final retrieval is for the physical documentahe output of the
whole retrieval exercise is a physical document.

At the rate at which the computer is transformitidgnaman endeavours,
the library operations even in small librariesbeing computerized. So,
you will not always find the document retrievals®m to be a manual
system. For instance, you may not see card catasogusome libraries
because they have been replaced with computerizesl o
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SELF-ASSESSMENT EXERCISE

From what we have seen thus far, what would youwsiden to be the
elements of a document retrieval system?

We can distinguish four elements in a documeniengt system. The first
is the input. The input comprises the documentstthge been acquired
and have arrived. The input processes include twisition, the
recording, classification and cataloguing. The sdoelement comprises
the files to be searched. In the example abovehawe two places to
search, namely the catalogue and the shelf, tihé thimade up of the
searching methods. In the example above, a searclhe& made in the
catalogue through the author, title or subjecthishelf, search has to be
made through the class mark. The fourth, elemetii@soutput of the
retrieval effort, which in our example was a docameOf the four
elements, the input receives disproportionatelydaamount of effort and
attention in traditional (particularly manual) sytsts in order to create a
system that is easy to use.

3.2 Information Retrieval

To understand the concept of information retrielalus go again to your
library. Assume that this time you want to get #uleiress of UNESCO.
Your first point of call is the circulation deskhiE time you are not
looking for a book to read but to get an addressnébody at the desk
tells you to go and see the Reference Librariae. Reference Librarian
gives you a seat and asks you what you want. Yaswaer is simple, "To
get the address of UNESCO." The gentleman excusesel and goes
among the shelves. Two minutes later he comeswiticlan international
directory of organizations. He puts the book ornt#ide before you, opens
the pages between which he had put his fingershods you the address
you want. You write it in your address book and ye satisfied. What
has been retrieved for you is information.

3.3 Information Retrieval System

The diagram below illustrates an information retaiesystem. The input
may be a document, some data or information. Tietiprocess includes
recording, subject analysis, and possibly somegegoration, especially
in case of data. The input processes generateejr@sentations or
surrogates to be stored in a database.
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Document Input ] Database Query

Data Processes

Information
Docuyent F?mevi
Store nformation

Fig. 2: An Information Retrieval System

What is retrieved will depend on the query. If tieguest is for some
factual information, the procedure will begin frahe database, move to
the document store to find an appropriate docurmeamd, end with the
delivery of the information requested. A secondsgubty is a request
for one or two documents that will give informatiom help solve a
problem on hand. There is still a third possibitityat the request is for a
list of references in an area of interest. In oterds, the person who is
making the request wants to know what informat®mvailable in that
area. A researcher often makes this type of regtiesor she would like
to find out what work has been done and what has lpeblished in the
area of his or her research project. The immedhaezl is not a physical
document. To satisfy this need, it is necessasg&och the database. The
output is bibliographic information.

Self-Assessment Exercise
Choose the most appropriate answer:

1. What are the four elements of a document redligystem?

A. Input, processing, output, storage

B. Input, input processes, files to be searclss@dyrching methods,
output

C. Hardware, software, data, users

D. Classification, cataloguing, indexing, revaé

2. What is the difference between document rettiava information
retrieval?

A. There is no difference

B. Document retrieval delivers documents whiloimation retrieval
delivers specific information or answers

C. Document retrieval is older than informatretrieval

D. Information retrieval is more expensive

3. What is a surrogate in the context of retriesyaitems?
A. A replacement document
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B. A card or record that represents a docunretita catalogue
C. A type of storage device
D. A classification number

4. What are the possible outputs of an informatedrieval system?

A. Only documents

B. Only bibliographic information

C. Factual information, documents, or bibliodriap information
depending on the query

D. Only digital files

In real life not many libraries and information tens provide services to
meet these needs with equal emphasis. For instamzt, libraries and
document supply organizations put more emphasis delivering
documents. Most of the organizations that offeoinfation retrieval
services actually concentrate on bibliographic rimfation, sometimes
with full text. At this point we should try to disguish between document
retrieval system and information retrieval systdimis distinction is not
very easy to make. We know that a document retrisystem should
deliver a document, an information material. Itth& business of the
person who gets it to read it and find or discaysaful information in it.
On the other hand, we expect an information restisystem to deliver
to a user the information he or she requests famw,Nwhat is the
difference between a document and information?sltai fact that
information is often carried in documents. If yakdor information on
the last budget of the Federal Republic of Nigand someone gives you
a newspaper or a pamphlet containing the budgetcbpef the President
of the Federal Republic of Nigeria, you have a doent all right, but in
it you have the information you need. Howeverhd person consults the
budget document and then gives you a rundown ofridie@ items of the
budget speech, he has given you information. Is ¢aise, you would
quickly conclude that information retrieval hasgo beyond document
retrieval to offering information in the form (pasly in a synthesized and
concise form) that the user can apply directly.

Of course you must remember that the kind of infatron people need
varies. If what you want is not a document busadf documents in the
library or publications available in software madrikg in Africa, the

search for information would simply end at the dityr catalogue or in
some database and you would have the informatiomged. So you can
see that the distinction between a document reffisystem and an
information retrieval system is not a matter ofasrgational structure but
a matter of service emphasis. A system that previdecuments in
response to queries is a document retrieval systemie those that
provide answers to specific questions, give sommection on where
information can be obtained, or produces a listafrces of information
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are information retrieval systems. Modem informatretrieval systems
are computer-based systems.

5.0 CONCLUSION

You have now learnt what a document retrieval sgstend an
information retrieval system are. You should nowalde to describe a
document retrieval system, explain the concepnfadrimation retrieval,
and describe the organization of an informationeeal system.

6.0 SUMMARY

In this unit, you have found out exactly what aiestal system is all
about. In the next unit, you will learn to appréeeithe role of information
centers in storage and retrieval.

Possible Answers to Self-Assessment Exercise

1. B - Input, input processes, files to be searclsedrching methods,
output

2. B - Document retrieval delivers documents wihifermation retrieval
delivers specific information or answers

3. B - A card or record that represents a docunmeiite catalogue

4. C - Factual information, documents, or bibliqgdr&e information
depending on the query

7.0 REFERENCE/FURTHER READING

Lancaster, F. W. (1979nformation Retrieval Systems: Characteristics,
Testing and EvaluatiarNew York: Willey.
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1.0 INTRODUCTION

You have just learnt about the organization ofiegtll systems. At this
point we go into information retrieval, it would becessary to consider
the role of information centers in information stge and retrieval. This
unit will present to you various information cerster

2.0 INTENDED LEARNING OUTCOMES

At the end of this unit, you should be able to:

v Define ‘Information Center’

v Explain the role of various information centersimiormation
storage and retrieval.

3.0 MAIN CONTENT

3.1 What is an Information Center?

An information retrieval system cannot exist exaepan organizational
context. It is a functional part of an informati@enter. Information

centers are the organizations that acquire, orgamsiore, retrieve and
disseminate information. Libraries are a familigample. There are other
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centers that do not give information directly beter users to the tight

sources. They are called referral centers. Somer,otenters provide

services in classification, cataloguing, indexirsgi{ject analysis) and

abstracting, and literature searching. There a@@nters that keep track
of current research. We shall examine each categodysee in more

details what each center does.

3.2 Libraries

The very first function of a library is to acquirdormation sources, that
is, information materials or documents. They ineluzboks, journals,
reference sources (such as dictionaries, encydapedlirectories,

yearbooks, manuals, bibliographies, sources tlsatthie information

materials which are available and which users cak ffor), indexes

(sources with similar contents as bibliographiesbstracts (source
containing brief reports on the contents of docusientheses and
dissertations, maps, magazines, newspapers, gogatnpublications,

reports from various institutions, other  misap#tous publications,
and on-book materials, including audio-visual sesrd’ he next function
is to classify the materials according to theirdarasubject and their
specific subject area. In the process of catalgguihe materials are
described in terms of the bibliographic informatipncluding author,

title, publisher, place and date of publicationg & forth, in so far as
they are applicable). These bibliographic detadgther with class marks
(indicating the subject categories) are recordectatalogue cards and
filed in catalogue cabinets, or they are recordéith @ computer and
included in the computerized catalogue called detab

Another major function is the circulation of therry materials or user
service. The information materials are meant taubed. Users are to
receive as much help as possible to make maximenouthe materials.
To retrieve information a user has to consult th@alogue to find out if
the particular information source he wants is theaty. If it is found in
the catalogue (showering that the book is in theaty) then it could be
fetched from its storage location. Another user magd a comprehensive
list of documents, while yet another may want fatinformation. The
library should be able to meet all these needslibhay is also expected
to go beyond providing information sources to usen® come into the
library. It should be able to send information t@gpective users and
members of their user community information sel@etecording to their
individual interests, before they are even awaag sluich information is
available. This is called selective disseminatidnnéormation (SDI).
Lastly, we should expect a library to be able fereequests that it cannot
satisfy to the information centers that can meetrtigreferral function) or
in fact obtain from such centers the needed inftionamaterials on
behalf of its users. There are many more functibaslibraries carry out
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according to their types and their user communitirg here we are
concerned with only those that are relevant tormftion storage and
retrieval.

3.3 Referral Centers

Referral centers are the organizations that dirdotmation seekers to
sources of information or that direct people to wehiney can get what
they want. When we were considering the functidrie®library we said
that it should also function as a referral cenrtexra matter of fact every
information center should have this function. Tékerral function in this
case is based on the principle that a request cratot be met by a
particular center should be referred to anotheterethat is a better
position to meet it.

However, there are information centers that mayegarded strictly as
referral centers. They are always busy attendinggoests on where to
find one thing or the other. Some of them are lyigdpecialized, for
instance, one specializing on employment infornmtioSome
organizations offer assistance in locating expevithin national or
regional boundaries and in specific fields.

SELF-ASSESSMENT EXERCISE

Can you suggest how information centers are ablefter referral
services?

The input operation is usually elaborate and intenas well for the kinds
of services we have just mentioned to be possitd&e the case of an
information center that gives information on expart selected fields.
One way to build up its database is by conductinguavey. A
guestionnaire (a form for obtaining information fropeople) is sent
through the institutions and agencies that emplay £xperts or that can
reach them. The experts use the questionnairepilysinformation on
their background, including qualifications, spetgs, the kind of jobs
they are doing or have done, the organizations hlaege worked for, and
so forth.

When the information center receives the complaetedies of the
questionnaire, it will analyses them and createcand for each expert in
its database. In response to a request, the datalamsbe searched by
name of expert for information on a particular expdéy area of
specialization in order to find out who are theertpin that area, as well
as by other fields. Among the international orgatians that would have
built substantial database of experts are UNESCOIDB, and
Commonwealth Secretariat. Maintenance of such dagh is a
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continuous process. New records will have to besddahile some are
deleted.

Two other examples are industrial and educatioefdrral centers. An
industrial referral center should have databasemdaunstries, experts in
the industries, products and services in the imghsstsources of raw
materials, imports and exports, and so forth. Aemad system that
students would be delighted to use is the typeahsivers such questions
as, "What institutions have such and such a progr@® or "What
financial aids are there and who offer them?" Thagemore questions
that the system could answer. Comprehensive eduedhtidatabases
would be the basis for a referral service of thelkneeded. The National
Universities Commission in Abuja should developlsd@atabases and
create the needed services.

In real life, centers that are exclusively refeo@hters are rare. Many take
up such a function as a secondary activity or at bembine it with some
other functions.

3.4  Bibliographic Control Centers

The need for bibliographic control arose from théallty of coping with
information explosion. The volume of publicationshiaeen increasing
astronomically that no one can cope with more thaery tiny proportion
of the information available in his area of inteérdhe question then, is
"How does one get the most relevant informationlevignoring bulk of
the information, which is not really needed?" Theividual information
user needs help and some other people must sumiyhelp. The latter
have to keep track of all the information comintpiexistence and draw
the attention of the user to it.

A lot of effort, skill and expenses go into theuprocess of such centers.
It is not possible for any center to take on theoMhspectrum of
knowledge. Bibliographic control centers have tquae or have access
to all the documents that have come out withinrtae2as of mandate and
within a specified period of time, carry out detdilsubject analysis of the
documents, and store the bibliographic informatiortheir databases.
Based on these databases, various services aredthy the centers.
Usually, since centers concentrate on one subjeat which may be
broad or narrow, the services they offer are stgdented. Some others
build up databases on specific problems and sa, afiession-oriented
services. There are others that collect and anatriments of all
subjects and interests within national boundaii&gy produce national
bibliographies.

97



IFT 232 INFORMATION STORAGE AND RETRIEVA

Self-Assessment Exercise
Answer the following questions:

1. What is an information center?

A. A computer system only

B. Organizations that acquire, organize, staieve and disseminate
information

C. A building that houses computers

D. A type of database

2. What are the main functions of libraries in mhation storage and
retrieval?

A. Only storing books

B. Acquiring materials, classifying, catalogujirgyculation, and user
services

C. Only lending books

D. Only organizing materials

3. What is the main purpose of bibliographic contenters?

A. To control access to information

B. To keep track of all information coming inéxistence and draw
users' attention to it

C. To restrict information access

D. To store physical documents only

4. What do document supply centers specialize in?
A. Creating new documents
B. Delivering photocopies and documents forea fe
C. Storing documents permanently
D. Translating documents

3.5 Alerting Service Centers
Alerting services (also called current awarenesvicss) are those
intended to notify users of new information or newrmation materials

on a timely basis.

The services include:

. Current contents
. Current bibliographies indexes
. Indexing and abstracting services

Selective dissemination of information.
You will notice that three of these services westetl among the services
offered by bibliographic control centers. The m@isideration in alerting
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services is timeliness. Users must be informecdeaf mformation within

a couple of weeks. One way to achieve this isio seit the content pages
of issues of journals that have just been printed®in press. Easy access
to electronic versions, of journals will further pnove the timeliness of
current awareness.

3.6 Research-in-Progress Information Centers

Of special importance to researchers is informatiothe research efforts
that are going on. Just as they, need to know wiak has been
completed and published so also they need to krigarogects that are in
progress to avoid taking on the same thing thatesother person has
started. Ideally, before a researcher finalizegdsgarch topic, he needs
to carry out exhaustive literature search usingidgbaphic control
sources and alerting services as well as servidesny information on
research-in-progress.

Information on research-in-progress is usually reffleby agencies that
have some responsibility for research administnat®ometimes such
services are the initiative of documentation uafteesearch departments
or institutions. The input to their databases cofr@s questionnaire that
the researchers fill and return. The informatiolteoted includes, Name
of Organization, Department, Title of Project, Dioa, Expected Date of
Completion, Name of Principal Investigator, NamésCollaborators,
Funding Agency, and brief description of the proj@te databases are
updated on a regular basis. They provide the bémispractical
information retrieval and a periodic publicationsdds can request for
information individually. There may also be servég selective
dissemination of information.

3.7 Centers Providing other Services

There are a number of services that support infoomastorage and
retrieval, which are being offered by some cent&mmong these are
cataloguing and classification, indexing, technlitatature distribution.

The Library of Congress in the United States hanh@aying a leading
role in the classification and cataloguing of imi@tion materials and
distribution of cataloguing information. Librari@ over the world that
are using the Library of Congress Classificatiorbssuibe to the
cataloguing information. Some centers specializa indexing and
providing indexing expertise and support. Somehefit have developed
thesauri, which are available to other centers.yAs can recall, a
thesaurus is a vocabulary of controlled indexinggleage, formally
organized so that a priori relationships betweencepts are -made
explicit? The index language of a system with atradked vocabulary is
usually set out in lists, which may be in the foomsubject headings,

99



IFT 232 INFORMATION STORAGE AND RETRIEVA

thesaurus, or some classification schedule. A thrasas meant to be a
tool to aid the indexer in the choice of indexiegns for consistency and
to assist the searcher in using the same ternieasdexer for maximum
retrieval results.

Technical reports and translations are usually aailable through
normal book trade channels. Technical reports swally the products of
government-sponsored projects, private sector teghnnitiatives,
projects executed by research institutes and imgagins by
international organizations. It requires painstgkafforts to track them
and acquire them. In Nigeria there ought to begemay or a unit in an
agency that should be charged with systematic @adie of such reports,
analyzing them for storage, and retrieving themdigsemination to the
user community or delivery to individual users.

The business of translation is one that requirles af resources. A large
proportion of information in any subject is in larages other than
English, especially Russian, Spanish, French, Geinend German. Not
many information centers translation of informatswurces from other
languages. In a country like Nigeria, it would h#vigable to create a
translation agency to provide translations to redesas. A publication
that is identified through bibliographic services be relevant and
important to research project should be ordereautiin such an agency.
It would be the responsibility of the agency to wog the publication,
translate and store it, and provide a copy to 8& who requested for it.
3.8 Information Analysis Centers

Information analysis centers function in the samag as do bibliographic
control centers. However, information analysis eesiadd synthesis and
evaluation to their input processes. Usually, #idijoaphic control center
tends to collect documents exhaustively in its aogainterest. An
information analysis center does not aim at exlnaisollection but at
maximum quality of retrieval outputs.

Information analysis in this context involves ealan and synthesis of

information. Rigorous evaluation of information soes is done in the

process of selection of material for processindgj&at analysis is done,

and a synthesis of the text is undertaken. Theeceasponds to requests
with searches, the outputs of which are criticaligluated before they are
given to the user. This kind of service is not vesynmon and is available

for very specific research areas.

3.9 Document Supply Centers
There are some centers that specialize in docudadinery. Usually they

supply photocopies for a fee in response to requist documents
coming from both libraries and individuals. ThetBh Document Supply
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Company (formerly known as the British Lending laky) is a good
example of document supply centers. Many librdiresbsit much cheaper
to use their services for obtaining journal arscfeom journals that are
not highly demanded than to subscribe to such gdarnDocument
delivery is being facilitated through online reqieesd delivery especially
through retrieval from CD-ROM.

Possible Answers to Self-Assessment Exercise

1. B - Organizations that acquire, organize, st@teieve and disseminate
information

2. B - Acquiring materials, classifying, cataloggircirculation, and user
services

3. B - To keep track of all information coming intaistence and draw
users' attention to it

4. B - Delivering photocopies and documents foge f

5.0 CONCLUSION

In this unit you, a number of categories of infotima centers were
presented to you. You have learnt their roles farmation, storage and
retrieval and you should now be able to descrikeenth

6.0 SUMMARY

You have just learnt about the organization ofiegal systems. You are
now also aware of the role of information centersformation storage
and retrieval. The next unit will introduce theussof information users
and information needs.

7.0 REFERENCE/FURTHER READING

Lancaster, F. W. (1979nformation Retrieval Systems: Characteristics,
Testing and EvaluatiarNew York: Willey.

101



IFT 232 INFORMATION STORAGE AND RETRIEVA

UNIT 3 INFORMATION USERS AND USER NEEDS
CONTENTS

1.0 Introduction

2.0 Objectives

3.0 Main Content

3.1 Information User Community
3.2 The Information User

3.3 Factors Affecting the Use of an Information System
3.4 User Characteristics

3.5 Types of User Needs

3.6 Needs and Demands

3.7 User-System Interaction

4.0 Conclusion

50 Summary

6.0  Tutor-Marked Assignment
7.0 Reference/Further Reading

1.0 INTRODUCTION

In the last two units you learnt the concepts @drimation retrieval and
the role of information centers in information rewal. Now you are
going to learn something about the user, the chenatcs of users that
influence their information needs, as well as tygeimformation need.

2.0 INTENDED LEARNING OUTCOMES
At the end of this unit, you should be able to:

v Define who a user of an information system is

v Define a user community

v Explain the factors that discourage prospectivesuBem using
an information system

v Explain the  characteristics of users that
influence their information needs

Classify information need

Differentiate between "information need"and "demand for

information"”.

AN

102



IFT 232 INFORMATION STORAGE AND RETRIEVA

3.0 MAIN CONTENT
3.1 Information User Community

Every information retrieval system has its user cumity. As a matter
of fact, an information system is developed withrget audience in mind.
The nature of the information system or of the iinfation center (that
constitutes its organizational context) invariallgtermines the user
community. For instance, research libraries (tlsatibraries serving
research institutes) have relatively small homogenoser communities
of researchers. A library in an educational ingttu has for its user
community students and teachers. Public libraregelthe largest user
community and the widest range of interest.

The user community is normally defined by geograjsinea; institutional
affiliation; subject interest; the nature, subjembd scope of the
information system; and possibly a combinationhefse.

3.2 The Information User

The information user is, strictly speaking, a parado makes use of an
information product, information system or informoat service.
However, in a more general sense, the term alsieeafgp anyone among
the people for whom the product, system or semiage developed or put
in place. This is irrespective of how much the wdlial is making use of
it. Certainly some individuals in a user communtyll be making
intensive use of the service. Some will not be mgknuch use of it, while
some will not seem to be using the service atRalople in this last
category are usually referred to as non- userssuth classification can
be faulted. First of all, a person who has not hesng the service being
provided may show up any day to request for somgti$econdly, there
are a host of reasons why a person may not be wsisgrvice. For
instance, the services may not meet his need,rdifEause it does not
match the nature or level of his need or perhaps bt offered in the
right format. Sometimes, the performance of theesgysmay be so poor
that a good number of the people who should begubm system look for
better alternative sources of information elsewh€umaild such people be
regarded as non-users? Certainly, they have nadetbthat they will not
use the system. The problem is with the system.

Self-Assessment Exercise
Choose the correct answer:
1. What defines a user community of an informatigstem?
A. Only geographic area
B. Geographic area, institutional affiliatiomgect interest, and nature
of the system
C. Only subject interest
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D. Only institutional affiliation

2. What are the main factors affecting the usenahformation system?

A. Only cost

B. Size of population, accessibility, cost, easfe use, previous
experience, value of services, user expectations

C. Only accessibility

D. Only user expectations
3. What is the difference between information need demand for
information?

A. They are the same thing

B. Need is what users actually require while dedis what they
express or request

C. Demand is more important than need

D. Need is always expressed while demand is not
4. What are the main types of information needsutog to Lancaster?

A. Only factual information needs

B. Known-item needs and subject needs

C. Only current awareness needs

D. Only retrospective search needs

3.3  Factors Affecting the Use of an Information System

We want to take a closer look at the factors tHfgcta the use of an
information system by those that it was intendeddove. We do not
intend to be exhaustive, but to concentrate masnlyactors relating to
the system.

Size of population:An obvious factor to consider is the size of therus
population. One problem in planning for an inforioatsystem is to be
quite clear on the nature and size of the user lptpan. If other factors
are right, a large user population will make a lyeavat least substantial
demand on the system. The characteristics of thesiduals in the
population are also very important. This is anesthat should be treated
at length; and so, we shall come back to it later.

Accessibility: Another consideration is accessibility of the sgste
Physical accessibility has to do with the posdi#ind ease of the user
getting to the location of the system, of gainingrg to the system, or of
having the services of the system delivered to drirher. If for instance,
the hours of opening do not suit some people onate€onvenient, then
the system is not very accessible to them; and wkkynot make much
use of it, if they use it at all. Every kind of Heheck has to be removed
to increase accessibility.

A different kind of accessibility is intellectuat@essibility. The level of
services and content of information sources mugtimthe intellectual
level of users. For instance, in a university ligrahe undergraduate
students use mainly textbooks while post-graduaidesits and lecturers
use journals intensively. This is a reflection dfedent intellectual levels.
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An information system that has a user community @asmg segments
of different intellectual level must be consciouk this intellectual
segmentation and ensure that it provides mataoatgeet the intellectual
levels of all its users, otherwise some user categmy be "locked out"
through intellectual inaccessibility.

Closely related to intellectual accessibility iyy@sological accessibility.
There may be situations that alienate some memberthe user
community, especially when they feel inadequateewen unwanted.
Some of the operators of the system may not beteous or patient.
Perhaps there is a problem with technology thabmplex and which is
not supported by adequate user assistance. Thesaable of creating
psychological barriers.

Cost of using the system:When cost of using an information system
becomes higher than what the users are comfonatiie patronage will
drop. There are various costs that come into tbtei@, for instance, cost
of making access to the system, cost of subscrnipsiervice fees, and in
the case of online services, telecommunicationggsar

Ease of useA system that demands considerable time from usérs
not enjoy much use. The duration of the learningopeis equally
important. Many people are not prepared to go tnoa long learning
period before they begin to reap the benefits oindormation system.
They will also not be patient with routines thag¢ anmplex.

Previous experience:Very often, people's actions are guided by past
experience. Anyone who has had an unpleasant exgeriwith an
information system would need a lot of convincirg tty again. A
repeated unpleasant experience can hardly eveabedce

Value of the services:How useful are the services to the user
community? The value the users attach to an infoomaervice depends
on a number of considerations, including: accuraéyinformation
provided, relevance of the information, adequacythef information,
suitability in terms of intellectual level, suitdiby in terms of packaging
and format, timeliness, and speed of delivery.

Users’ expectations:An information system has to build up considerable
reputation before it can inspire confidence irugers. If the people who
are supposed to be using a system do not thinkyhajht, they will not
use it.

3.4  User Characteristics

Much about a person's need of information and bés af information

depend on a host of factors that are located inrttliwidual. Age, for

instance, could be an important factor. Surely peab different age
groups are not likely to need the same kind of rmfation, as their
interests will likely be different. Certainly, agall be related to education
to a large extent. Even if two persons with difféareeducational
background require the same kind of informatiom,tfay it is presented
might be suitable to one and unsuitable to the rotheadequate
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educational level is usually the cause of intellattinaccessibility of
people in respect of specific information systems.

A person's job can be an important determinant®friformation need

and what information services he chooses to usea@iministrative staff
in an establishment does not need the same kimdfaimation as the
technical staff. It is well known that when a persinanges from a job,
for instance, from a position as a scientist inititeistry to a position as
a researcher in a university, his information nekdnges. Even in the
same job, a person's information need and usdafmation are dynamic
and very often depend on the project the perseanently working on

and the stage where he is in the project.

A person's official rank has an influence in hiformation needs and
information seeking behaviour. For instance, tliermation needs of the
three management levels, namely strategic (or negmagement level,
tactical (or middle) management level, and openatiolevel, have
different information needs. The top managemenelleequires brief
summaries of internally generated data, with, giGhprojections as
well as brief reports about the external environh@érihe organization.
The middle management staff require detailed repdrboth the internal
and external environments to be: able to prepaiefsbrfor top

management. The operational staff depend more arcedural

information in their job situation.

Subject background is nearly always a factor in tise of subject-
oriented information system. Whenever an infornratgystem has a
subject bias, the subject background of prospectbezs is defined. The
growth rate of the literature is not the same fibrdésciplines. In the
subject areas in which: the literature is growingrenrapidly, (usually in
science related fields), there is greater pressuesers to keep pace with
developments in the field. That pressure will benifested in the nature
and intensity of information needs.

The influence of a person's profession has also béserved. Besides
the disciplinary leanings of every profession, ¢éhare attitudinal
characteristics of the profession that predispb®e user td particular
sources of information. The disciplinary orientatiovill necessarily
introduce the same kinds of considerations thaewewered in subject
background.

Other factors include a person's value systenarhisition, and his status
in the community,, which could influence his neefisnformation and
attitude to information services, either positivetynegatively.

106



IFT 232 INFORMATION STORAGE AND RETRIEVA

3.5 Types of Information Needs

There are several ways to categorize the informateeds of people. One
obvious way is to consider what the informationl \wé used for; and so,
we can recognize factual information, researchrmédion, statistical
information, directional information, procedurafanmation, historical
information, and so forth.

The types of query that people bring to a documetrieval system
provide another way of classifying information neednhile some users
request for particular documents by author or {kleown item request),
others request for documents that can provide assteethe questions
they are contending with or that address theirsatdanterest (subject
request). Thus, we have two types of needs hdmoan-item need and
a subject need.

Lancaster (1979) classified subject need into:

the need for information to aid in the solution afparticular
problem or facilitate the making of a particulacgen; and
information on new developments in a particularldfieof
specialization.

The first of the two is a current awareness neduliwis best satisfied by
current awareness services. The need does notdaesstrictly defined.
Besides, the user is more passive in respect obleisn meeting the need.

The second need is one of retrospective bibliogcapbarch. The user
makes his request in well-defined terms becauséndse defined his
problem and he knows exactly what kind of inforrmathe needs. His
request can take one of the three forms that egpinese needs:

1. An answer to a question or factual data. The answkactual data
will normally be supplied from a document, but treer does not
have to be given any document.

2. There may be a need for a few relevant documeatsatidress the
user's area of interest. This is the most frequeed that users
bring to the library.

3 There is also the need for comprehengemture search, which
in most cases is taken to bibliographic databasteisubject area.
The people who need this kind of service are mastgarchers.

SELF-ASSESSMENT EXERCISE
In this section you learnt two ways of classifyimjormation needs

namely (1) according to what the information wié bised for and (2)
according to types of query people bring to annmiation or document
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retrieval system. With the aid of a sketch diagrarmg out the details of
the classification based on the latter.

Information Need

Know Item Need Subject Need

| |
Retrospective Current Awareness
Search Need Need

[ ! |
Factual Data Relevant Comprehensive
Need Document Literature

Need Search Need

Fig. 1: Types of Information Needs
3.6 Needs and Demands

One big problem in information service is to beealbb determine
accurately the need of a user community. The prolaleses from the fact
that the demands being made by users are oftenglyr@ssumed to
reflect their needs. The problem has proved toitfiewt because:

1. The need of the members of the user community wdoat using
the service is often not known.
2. It has been found that those who are actually ugiagservice, or

making a demand on the service, demand less tlegnnied. In most

cases their demand is limited by their expectatidnthe system's

capabilities; that is, what they think the systean deliver.

3. In many instances the needs of a user community nate

expressed, simply because the user community @vweate of or does not

recognize such needs. Even if some individual ey tmay not be
motivated to express them in a form of demandrdfeno way a
system can respond to such latent (unexpressedsn8o, it is a
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challenge for an information center to determine:

v the difference between needs and demands of itscosamunity
in quantitative terms

v what types of needs are not converted into demands

v what factors determine whether or not a need iveted into a
demand

v how will the demands of users accurately refleairtireal
information needs.

3.7 User-System Interaction

User-system interaction is the communication betwaeeser and the staff
of an information center through which the useregpes his information
need. In an online system that a user logs intbouit assistance, the user-
system interaction is the search strategy formutaprocess through
which the user conveys his need. The user-systearaction is an
important issue in information retrieval becaus@ aumber of pertinent
guestions that arise.

1. How accurately does the user express his need? i hot very
clear, his request may be translated wrongly.
2. Does he express his need in more general termshibareed? If

he does, a search for him will generate many itdras are outside the
scope of his interest. That is, a substantial pivthat will be retrieved
for his request will be irrelevant to his actuaéde

3. Does he put his request in more specific terms limactual need?
If he does, a good number of items that are ofésteand relevance to
him will not be retrieved.

4. Does he express all his need? A need not expregfiedot be
responded to.
5. Does the vocabulary of the system adequately reptethe

concepts occurring in the request? If the condeptse request cannot be
easily translated into the index terms of the systthen there is the
possibility that the request will be mapped intddr terms that do not
exactly convey the user's need. The output of ¢treeral will be very
disappointing.

6. Is the search strategy an accurate representdtibie oequest? If
it is not, the output of the retrieval will not batisfactory.

In an online search, the problem is more on thétgalf the user to

articulate his needs and to convert his needs atourate search
strategies.
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Possible Answers to Self-Assessment Exercise

1. B - Geographic area, institutional affiliati®ubject interest, and nature
of the system

2. B - Size of population, accessibility, cost, eead use, previous
experience, value of services, user expectations

3. B - Need is what users actually require whilended is what they
express or request

4. B - Known-item needs and subject needs.

5.0 CONCLUSION

In this unit, you have learnt the characteristidsusers and user
community that influence the need for informatiovd dhe demand they
make on an information system, you have also lggre of information
need, and the conditions that facilitate successfei-system interaction.
You can now appreciate the difficulty of meetinptlaé needs of the user
community of an information system.

6.0 SUMMARY

You have learnt in this unit the factors that cdast major concerns in
understanding the needs of users and in maximihagffectiveness of
the services of an information retrieval. This peepared you to learn the
principles and techniques of information searchuagich will come up
in the next unit.

7.0 REFERENCE/FURTHER READING

Lancaster, F. W. (1979nformation Retrieval Systems: Characteristics,
Testing and EvaluatiarNew York: Willey.
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2.0  Objectives
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1.0 INTRODUCTION

In the last unit, you learnt the characteristicasdrs and user community
that influence their information needs, types dbimation need, and
some fundamentals of user-system interaction.ignuthit, you will learn
how to retrieve information in different settings.

2.0 INTENDED LEARNING OUTCOMES
At the end of this unit, you should be able to:
Explain informal source of information
Find an retrieve information in the library

Retrieve information from a database
Formulate good search strategies.

AN NN

3.0 MAIN CONTENT
3.1 Using Informal Sources

The process of searching for information begindwaicognizing a need.
You will recall that we examined the different tgpaf information need
in the previous unit. Having recognized an inforoatneed, a person
should be able to, assess every dimension of tbe aed be sure he can
define and express the need precisely. If, foaimst, someone has some
doubts or hazy ideas about the history of the aamadédion of the northern
and southern protectorates to form Nigeria as tbday, how does he
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define his need? Is he in need of a kind of remigibthe history of the
amalgamation or is he feeling at a loss becausaséorgotten a specific
date? The need for a specific date is differemhftibe need to read up the
history of the amalgamation.

When people realize that they need information,revltl® they go to get
it? A lot of people would talk to someone who migbtable to supply the
information. A scholar would most probably talkaonother scholar. A
student would ask another student or his lectuneagsistance. A person
in a rural community area would ask an elder. Thisne way of getting
information and it is called informal channel.dtimportant because the
greater part of human communication in everydag i through the
informal, channels. Informal communication doesinwblve processing
of records or manipulation of files. It is promptdathere is immediate
feedback. Information retrieval is from a persanisd or memory. There
may be a referral process, when somebody who isoapped for
information refers the person who needs the fownato some other
likely source. Our major concern here is aboutdeag for documented
information.

3.2 Finding Information in the Library

There are several approaches to finding informatianlibrary. You may
use the author-title catalogue, subject catalogue possibly a computer-
based catalogue.

Using author-title catalogue

Here we shall go through several approaches thatcgo use to locate
information materials in the library. The approgcu would use in any
given instance depends on whether you want a datiiwhose author
or title you know (known item need) or whether yaant whatever
documents might be relevant to your need (subjeetin

In the first case you would go to the cataloguaresb labelled "Author-
Title Catalogue”. You are there now. The authathefbook you want is
“Iberun O.J." and the title is "Introduction to Bhplogy". Read the labels
on the catalogue trays. The label on each tragates the letters or names
of the first and last entries in that tray, thattiee first and the last cards
in that tray. The first tray starts with A. So ybave no problem locating
the tray that should contain "Iberun”. Startingiirthe first card, flip over
the cards - until you find Iberun, O. J. or untlyare sure there is no such
name in the catalogue. If there is no such nanmg#ns that the book
you want is not in the library. You may want to raadure, SO now you
are going to search by title. All you should daadocate the tray where
you can, find "Introduction.” It will also be oné the "I" trays. You will

112



IFT 232 INFORMATION STORAGE AND RETRIEVA

find "Introduction to Anatomy", then, introductida various subjects. A
short cut is to jump ahead and see whether you pas®ed the right card
or not. Then you move ahead again or move backwHrdsossible you
find "Introduction to Psychology" but the authonist Iberun O.J. If that
happens, you have to take a decision whether yotiiwdeave or see this
other book. If you want to see this book, then cdpwn the class mark.
It is a code number that is boldly written on tlaedc Suppose you found
"Iberun, O. J. Introduction to Psychology". You vealso copy the class
mark and, then you would be ready to go for thekbblmw, you have the
class mark of the book sand so you can locatesityedf you do not know
your way in this library, ask a library staff aethirculation desk and he
or she will direct you where to go. The notatidmaftis, the code) allows
the, ordering of materials on the shelves. You egaamples of notations
when you studied classification. Just continue stanthe notations on
the spines of the books until you see those tlukt like what you copied
from the catalogue. It is likely that many bookdl Wwave notations that
are very close to it. Such books are related. Bomigthe books and see
the authors and titles. You will eventually fincetbne you want. If it is
not there, go and report at the circulation deskrtow where else the
book could be. It is possible that the book hasmdemrowed, or it is
awaiting shelving, or else it has been placed sarke.

Using subject catalogue

Subject search is a little more complex than autitler search. When

you are searching by author or title your needresaay well defined. You

are very sure what you want and no library staff misunderstand you

either. However, when you have a problem to solveubject matter to

explore, then the problem of proper definition cenre Let us assuming
for instance you have an assignment on "The psygical effects of peer

pressure on young people.” The broad subject ishmdygy, but you are

not interested in the whole of psychology. Thewe three concepts that
together define your need, namely psychologicaat$, peer pressure,
and young people. All three (rather than one on tiwgether define your

need.
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Psychology

Effects
Psychologice

Peer
Pressure

Fig. 1: Relationship of Concepts

With these three concepts, go to the subject aaialol he trays and cards
are arranged alphabetically. Search for each canthp documents that
address all three concepts are the most relevatite Weir class marks.
Those that address two out of the three are theahmice that you may
consider. The ones that address only one of theegxtg are far away from
your interest, but still you may want to examinensoof them. With the
class marks you have collected, go to the shebs/ésltt out the materials.

Using computer-based catalogue

Using computerized catalogue is the most convenfenbmputer-based
library catalogue that library users can use imt@raly is called Online
Public Access Catalogue (OPAC). The screen is lyssat up to make
it easy for the user to type in the terms with vargsearching will be done,
whether by author, title or subject. If you have difficulty, the library
staff in charge of the OPAC will assist you. Theulés of your searches
will be displayed on the screen. Copy the classkmamnd then, go to the
shelves to locate the materials. If there are muad®@nts to match your
search terms, the computer will display "Not found"

3.3 Format of Information Materials

It must be emphasized that the format of the infdrom materials that
will be retrieved are not always in, book formniay be in the form of
microform, audio-tape or audio-cassette, audioaligape or cassette,
maps, newspapers, and all kinds of publications.cl&ss mark will serve
as a guide to both the format and the locatioheinnformation materials.

3.4 Formation in Databases

The bibliographic databases of most libraries wetlgping countries are
inadequate to satisfy the need for comprehensiaeckef the literature
of the field of interest of information users. Tiedrieval outputs from
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comprehensive literature searches, many librarsa® o subscribe to
external databases.

The selection of databases is an important coretider The library
decides which databases to subscribe to accordlithg theeds of its users
but also taking into consideration:

v Availability of database

v Scope and subject coverage

v Cost of using database

v Facilities for using database

v Extent of overlap with other databases.

Up to 1980 many university libraries in Nigeria weubscribing to major
databases, which were delivered in print formaterTihe problem of
inadequate funding began. Libraries were adversdhected and
subscription to such databases stopped. Cheamgnatlves to print
version of the databases, namely CD-ROM editioasgtsince become
widely available. In Nigeria, online connectiondgternal databases is
still quite expensive and with inadequate infragiuee, unreliable. Most
of the libraries that are now subscribing to thésabases are subscribing
to the CD-ROM versions.

3.5 Query Formation

The process of constructing the syntax used inrmgating a database
system is called the query formulation. We shaketaa number of

examples to show various options in stating oregjgest for retrieval. Let
us return to the concept presented in Fig. 1.

Psvchologv
Psychological

Pressure

Area of Interest

Fig. 2: Query Formulation

A search for information to support the assignmamt’'Psychological
effects of peer pressure on young people” would tato consideration
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the distinct concepts involved in that need, namelger pressure,
psychological effects and young people.

It would also consider the relationship between tmacepts. The
formulation used will determine the retrieval outpthe best formulation
is that which insists that all three concepts mustaddressed by a
document to qualify for retrieval. We can statetthequest in three
different ways.

Approach |
We can go through four steps:

S1  Peer pressure =237

S2  Psychological effects =728

S3  Young people=185S4  S1 AND S2 AND=3
(S4 is the intersection between A, B AND C.)

In step 1, we requested for all documents thatiradexed with "Peer
Pressure" and the number of hits (documents that the condition) was
237. In step 2, we request for all the documerds &ne indexed with
"Psychological effects" and the number of hits was. In step 3, we
requested for all the documents that are indeed Wibung people” and
the number of documents found was 195. Then in 4tepe asked the
system to reconcile the outputs of the first thetaps, picking out only
the document that have been indexed with all tlo@ecepts, that is
,documents that address all three concepts.dyw23 documents are
retrieved.

Approach 2

S1 Peer pressure = 237

S2 Psychological effects =728
SZ S1AND Sz = 86
S4  Young people =185
SE SZAND S$4 =23

S3 is the intersection between A and B, while S¥hes intersection
between A, B and C. The problem is that the stejps are too many, but
this approach shows the progression in the prooéssetrieving and
filtering records.

Approach 3

We may want to specify all the concepts and comilétin one statement.

S | Peer pressure and Psychological effects ANDngqueople = 23.
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If the system relays its procedure on the screemwill find that it is, in
fact, following Approach 1. As a, mater of fact,less otherwise
instructed it will actually go through more stepart are in Approach 1,
especially in a natural language system

S1 Pee =94z
S2 Pressur =1,72:
S& S1AND Sz =237
S4 Psychologice =1,90¢
St Effects =2,37¢
S€E  S4AND St =72¢
S7 Young =394
S¢€ Peoplt =44¢
S¢ S7AND SE€ =18t

S1C SZAND SEAND S€ =23

We can improve the output by coordinating some hed words to

communicate to the system the meaning we have md.niNote for

instance that documents that are indexed with émng "Peer” and
"Pressure” may not actually be addressing the isktieeer Pressure”. If
we want the system to take each of the three césm@spone term, then
we should restate them in Approach 3 as Pwempressure and
Psychologicalv effects and Young people.

S1 Peew pressur = 14¢&
S2  Psychological effects =292
SZ  Youncw people =903
S4 S1AND SzZAND S:& =9

Besides "AND" the other two Boolean operators &&™ and "NOT".
The Operator OR is used to include alternativemsegisynonyms, near-
synonyms, and related terms) that will retrieveadiguseful documents.
For instance, we may expect that some documenkdeindexed with
the term "Youths". Then we should restate Apprdaek Peew pressure
AND Psychologicalv effects AND (Youngw people OR Youths).

The documents to be retrieved under both Younglperomd Youths will

be more than 185, and the final output is likelyjngato be more than 9
hits. The operator NOT is used to exclude documuiits the stated
parameter, for instance

Psychologicalw, effects NOT schizophrenia. This means to retriagVe

documents indexed with the term "psychological&#féthat are not also
indexed with the term "schizophrenia”.
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What is the use of the three Boolean operatorsiored in this section?

AND Use to indicate that only documents indexedhvatl the terms
joined with AND should be retrieved.

OR Used to include alternative terms that will ieste equally useful
documents

NOT Used to exclude documents indexed with theifipd term.

Self-Assessment Exercise
Fill in the blanks and answer questions:
1. What is an informal channel of getting informat?
A. Using library catalogues
B. Talking to someone who might supply the infation
C. Searching databases
D. Reading journals
2. When searching by subject in a library catalogu®at should you do
with multiple concepts?
A. Search for only one concept
B. Search for each concept and find documeatsatthdress all concepts
together
C. Ignore some concepts
D. Combine all concepts into one word
3. What are the three Boolean operators mentiangdery formulation?
A. IF, THEN, ELSE
B. AND, OR, NOT
C. YES, NO, MAYBE
D. TRUE, FALSE, NULL
4. What does the "w" operator do in search strag®yi
A. Makes words optional
B. Ensures words appear together as a phrasd @ggacency)
C. Excludes words
D. Counts word frequency

5.0 CONCLUSION

In this unit, you have learnt some of the informé&brmation sources that
people resort to in the first instance, and hovirtd information in the
library and in a database. You should now be ahléormulate search
strategies to suit your need.

6.0 SUMMARY

Now that you have learnt the details of query fdatian, you are ready
to learn the relationship between documents angiséarms, which will
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be presented in the next unit in a document-ternmixna

Possible Answers to Self-Assessment Exercise

1. B - Talking to someone who might supply the imniation

2. B - Search for each concept and find documemas address all
concepts together

3. B - AND, OR, NOT

4. B - Ensures words appear together as a phrased @djacency)

7.0 REFERENCES/FURTHER READING

Lancaster, F. W. (1979nformation Retrieval Systems: Characteristics,
Testing and EvaluatiarNew York: Willey.
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UNITS5 DOCUMENT-TERM MATRIX
CONTENTS

1.0 Introduction

2.0 Objectives

3.0 Main Content

3.1 Concept of Document-Term Matrix
3.2 Subject Search

3.3 Relevance to Retrieval Performance
4.0 Conclusion

50 Summary

6.0  Tutor-Marked Assignment

7.0 Reference/Further Reading

1.0 INTRODUCTION

In the last unit, you learned how to find inforneatiin the library and in
a database. You should now be able to formulatelsestrategies to suit
your need. In this unit you will explore the retatship between
documents and index or search terms as will beepted in a form of
matrix.

2.0 INTENDED LEARNING OUTCOMES
At the end of this unit, you should be able to:

v Construct a document-term matrix

v Identify the documents that constitute the membprsha subject
class in a matrix

v Identify the classes to which a document belongsnmatrix, and
v Explain the relevance of the document-term matiox the
performance of a retrieval system.

3.0 MAIN CONTENT
3.1 Concept of Document-Term Matrix

The concept of document-term matrix is well elabedaby Lancaster
[1979]. A database links the identifications of doents to index terms
assigned to the documents to represent their dulnjatter. So we can
actually regard a database as a document-termxmétu will recall that
in the indexing process, a number of terms arectleas tags for each
document. These tags are indications of subjedsetto which the
document belongs. They also serve as access poitits document.
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You will also recall that a database is made upecbrds [or files of
records]

1 2 3 4 5 6 7 8 9 10

A X X X

B X

C x X X X
D X X

E X X X

F X X

G X X

H X X X

I X X
J X X

Fig. I: The Document-Term Matrix

In order to visualize this relationship betweenwtoents and terms, let
us assume that the entire index terms of a sydteanhis§, the vocabulary)
are numbered A, B, C, .... Do not worry about ragrout of letters. When
we get to Z we can continue with AA, BB, CC, ... \6&n also imagine
the records that identify the documents (that ige ghe bibliographic
details) as numbered |, 2,3, Figure 1 shossset of a database. The
rows represent the index terms numbered A, B,.@Gnd the columns
represent documents numbered 1, 2, 3,... So, hetgawe a matrix. The
assignment of any given term to a document is atdat with an ‘X’ in
the appropriate cell. For instance in this subisefiirst document, that is
document 1, has been given the index terms C, E, H.

SELF-ASSESSMENT EXERCISE
Now what are the index terms of the other docuntents
The index terms of the remaining 9 documents are:

Document 2: A, E, F Document 3: A, D, G Documenb41 Document
5: C H, J Document 6: A, E, Document 7: B, C, J uent 8: G, H
Document 9: F Document 10: C, |

What we are really saying is that document 1 beddoglass C, class E,
and class H. Similarly, we are saying that docus2rib 10 belong to the
classes indicated. Conversely, we can say thag sirecindex term A has
been assigned to documents 2, 3, and 6 these daotuibedong to class
A.
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SELF-ASSESSMENT EXERCISE
What are the documents in classes B to J?

The classes B to J contain the following documents:

Clas: B: 7
Clas:C: 1,5,7,1(
Clas:D: 3.4
Clas:E 1,2,€
Clas:F: 2,8
Clas:G: 3,8
Clas¢ H: 1,5,¢
Clas:|: 4,1C
Clas:J: 5,7

This matrix suggests two ways of organizing an xadane way is to list

all the classes that belong to it (term entry). dtieer way is to list all the
documents in the collection, indicating for eacle time classes to which
it has been assigned (item entry).

3.2 Subject Search

"According to Lancaster a subject request, traadlatto the language of
the system to allow it to be searched againstritiex, can be, referred to
as a "Search strategy”. A searching operationeis the matching of the
search strategy against the document-term matriarader to identify
documents whose index term profiles satisfy thecklgequirements of
the strategy. Now, let us try several subject retpuand see how the
matching goes.

Request 1 : Document belonging to class A and@éss D.

Request 2 : Documents belonging to class E andtalstasses F and J.
Request 3: Documents belonging to class E but dbelong to class C.
The documents that satisfy these requirementssai@laws:

Request 1 : 3 Request 2 : None Request 3: 2,6
SELF-ASSESSMENT EXERCISE

Which documents will be retrieved for the followirgguests?

Request 1 : Documents belonging to class D andcdss G Request 2 :
Document that belong to class C and also classasdH

Request 3 : Documents that belong to class B awdaéss C but do not
belong to class J.

The documents that satisfy these requirementssai@laws: Request 1 :
3

Request 2 : 5 Request 3 : None
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The document-term matrix shows two ways of seagchie database
corresponding to term-on-item index and item-omat@ndex. In a term-
on-item index one has to examine serially all thlimns of the matrix
(that is, document records) in order to identifjlucons (document
records) whose index terms include the terms specih the search
strategies. In an item-on-term index, one has torgw by now,
corresponding to the terms specified in searchiegiya and identify the
member documents.

3.3 Relevance to Retrieval Performance

The document-term matrix can help us appreciateirthications of
decisions in the indexing process for the retriegaiformance of a
retrieval system. Indexing decisions are based raexing policy
characteristics of the index language. You willlethat two of the major
characteristics of an, index language are spegifiend exhaustivity.
Specificity is about the degree of decompositiosudfject categories into
smaller units and giving tags to such units. Thghéar the level of
specificity, the more the number of classes thditha created. With a
high level of specificity, each class will, havewkr members.
Exhaustively has to do with the number of indexmerselected to
represent a', document. The more terms selectegptesent a document,
the more classes it belongs to and the more thesagaoints from which
it will be retrieved. A document may be very im@rt to some category
of users, but if it is not indexed with a term th@presents their subject
category, the document will not be retrieved inearsh to meet their
interest profile.

Besides these characteristics of the document-teatnix, namely the
specificity and exhaustivity of the index languaties other factors that
affect the retrieval performance are the qualityegfuests and, the quality
of the search strategies derived from the requests.

Self-Assessment Exercise
Based on the document-term matrix concept, andveeiollowing:
1. What does a document-term matrix represent?
A. Only documents in a library
B. The relationship between documents and #ssigned index terms
C. Only index terms
D. Only search strategies

2. In the matrix example, which documents belongass A?
A. Documents 1, 5, 7, 10
B. Documents 2, 3, 6
C. Documents 4, 9
D. All documents
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3. How do indexing policies affect retrieval perfance?

A. They have no effect

B. Specificity and exhaustivity levels determirezall and precision
ratios

C. Only cost is affected

D. Only speed is affected

4. What are the two ways of organizing an inde>gssted by the matrix?
A. Alphabetical and numerical
B. Term entry (listing classes for each documantl item entry (listing
documents for each class)
C. Manual and automatic
D. Simple and complex

5.0CONCLUSION

In this unit, you learnt the relationship betweecuments and terms in a
database. By now you should be able to construdb@ment-term
matrix, identify the documents that constitute thembers of a subject
class in a matrix, identify the classes to whiathoaument belongs in a
matrix and explain the relevance of the documemirtenatrix to the
retrieval performance of a system.

6.0 SUMMARY

In this unit you have explored the relationshipwestn documents and
index or search terms as presented in a form ofixndthe matrix was
meant to illustrate the relationship between domimand terms in a
database. In the next unit you will learn how tmieze information from
the Internet.

Possible Answers to Self-Assessment Exercise

1. B - The relationship between documents and #ssilgned index terms
2. B - Documents 2, 3, 6

3. B - Specificity and exhaustivity levels determirecall and precision
ratios

4. B - Term entry (listing classes for each docuthand item entry

(listing documents for each class)

7.0 REFERENCE/FURTHER READING

Lancaster, F. W. (1979nformation Retrieval Systems: Characteristics,
Testing and EvaluatiarNew York: Willey.
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MODULE 4

Unit 1 Retrieval from the Internet
Unit 2 Evaluation of Information Systems and SesgicPart |
Unit 3 Evaluation of Cost Effectiveness

UNIT 1 RETRIEVAL FROM THE INTERNET

CONTENTS

1.0 Introduction

2.0  Objectives

3.0 Main Content

3.1 Whatis the Internet?

3.2  Electronic mail

3.3 Listserv: Mailing list

3.4 Usenet: Newsgroups
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3.6 Telnet

3.7  File Transfer Protocol

3.8 Wide Area Information System
3.9 World Wide Web

4.0 Conclusion

5.0 Summary

6.0  Tutor-Marked Assignment
7.0 Reference/Further Reading

1.0 INTRODUCTION

Having learnt how to search for and retrieve infation in the library and
in databases, you are now ready to learn how th@&same thing on the
Internet.

2.0 INTENDED LEARNING OUTCOMES
At the end of this unit, you should be able to:
Explain what the internet is

Use electronic mail

Identify web site addresses
Describe other important facilities on the Internet

ANANENRN
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3.0 MAIN CONTENT
3.1 Whatis the Internet?

The Internet is fondly called the network of netksrlt is a medium of
communicate made possible by computers linked twaorks through
telecommunications. The Internet has no nationatgional boundaries.
It is global and accessible anywhere in the world.

More and more people are discovering that theyyealed the Internet
as a means of communication with people and asr@esof information.
The electronic mail (otherwise called email) ispied) to keep people in
regular contact all over the world and to send agsg0 one another.
News groups link distant people in discussion fgrapple who are
interested in the same topics. The Internet is diune for accessing vast
stores of information in every subject area ofriese

3.2 Electronic Mall

For establishing and maintaining contact with peophywhere in the
world, for informal discussion, and for quick resges, electronic mail is
the most appropriate Internet service. The emailifiais serving for the
purposes of communication and transfer of infororatlyou can request
someone to send to you a journal article in eleatriormat by email or
to do literature search in a database for you &nd you the output by
email. It will be sent as “attachment” to the enmagssage. Having an
access to email facility opens the way for youse some other Internet
services.

In order to use this service, you must have anwatcwith an Internet
Service Provider (ISP) or an institution, a telepdatine, and a computer
with a modem. You may wish to talk to people whe asing the Internet
to help you identify an ISP that you can use. Rlaaste that having a
personal, account with an ISP costs substantialuamof money.
However, it is affordable to those who are detegdito have it. Besides
the initial cost of installing the Internet senagcsoftware, you will be
paying for the 10 or connect charges as well apkelne bills on a
continuous basis. If you cannot afford to have yown account, the
alternative is to send and receive an email messiageyber cafe.

To send or receive an email message is not diffitinfortunately, we
shall not attempt to give detailed instructionsehieecause the interfaces
(or your screens) that you will find in various @3 will be quite
different. If you have your own computer and pesd@ctcount, you will
very quickly learn how to get to the message ceatet to the blank
window screen for writing a message. If you ar@gs cyber cafe, you
just have to let operators get you started. Naaéttrey have to give you
a "slot" in the system, activate a clock to keegkrof the time you spend
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on the system and "lock" you out when your timever.

Once you are in the screen for writing a message have to specify the
email address of the recipient, the subject oflessage, as well as the
name and location of a file you want to send a%#achment"” (if any).
Some systems will not allow you to begin typing ymessage until you
have specified these. When you finish typing anitiredyour message
you have to ask the system to send it and it wilsd.

To receive a message, you go to the screen thaainera list of the
messages that have arrived and inspect it. If tlessage you are
expecting or a new message for you is there, yl@ets®pen, and read it.
If there is an attachment, you open it through appate word processing
software to read it.

SELF-ASSESSMENT EXERCISE

Visit a cyber cafe and send an email to somebody. &6 not have to say
mush, but just ask how the person is doing. Remenabgo with the
person's email address.

3.3 Listserv: Mailing List

Listserv brings members of a discussion group twgein an electronic

conference (e-conference). The members send tbeiriloutions to the

address of that group from where they are redigiibto all the members
on the fist. Besides using the list as a discus&omm, a listserv group
can be used as a resource of obtaining informadioth answers to
guestions. Some lists are in fact used for distiiguelectronic journals

and electronic newsletters. There are so many grepanning almost
every area of interest that you should be ablentb4d list that suits your
interest. In order to subscribe to a list, you nkmstw the name of the list,
the address of the listserv that manages thealhst,how to subscribe.

3.4 Usenet: Newsgroups

Usenet offers what are called Bulletin Board Sesiof the Internet. It
brings together people interested in various topicsvhat are called
newsgroups. Newsgroups are more informal thanehgtgliscussion
groins. They constitute a forum for free expressidor posting
announcements, and for receiving answers to qumsstio

3.5 Gopher

Gopher is a powerful Internet facility that makepassible for people to

locate and access a wide range of information resswon the Internet.
The interface is a simple menu-driven type, andoagyon the Internet
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can access and retrieve information located anysvirethe world and
which is accessible through the Internet. Infororattan be retrieved in
text files, graphics, or sound. A user can navifraw® his computer (root
menu) to all the menus and information accessihleugh gopher
(gopher space) in a tree-like manner. In orders® Gopher you must
have a gopher client program, which will be commoating with the
Gopher server program. Since you will probably berkwg in a
Windows environment you will need a Gopher cliembgram for
Windows. A form of catalogue is necessary to hetm fout what
information is available and where. Veronica pregdthis aid for
Gopher. By searching Veronica you can find Gophes bn the Internet.

3.6 Telnet

Telnet allows a user to connect directly to remmimputer and access
the resources there without, going through layémmenus. With a telnet
program, a user can run programs and search datalhat are on
computers all over the world. The drawback hetkasyou must connect
to a specific host computer using its unique naaiked domain name.
Nevertheless, this should not scare you since yewaw familiar with
email addresses. A telnet address is equivalent &mail address without
the username. To use the telnet is quite easyoAsge most likely to be
in a Windows environment, you will go through a medust select and
open the telnet program. Supply the host compuaren An important
aid to the use of telnet is a large database étaddresses. The program
that gives access to the database is called hytelne

3.7  File Transfer Protocol (FTP)

The file transfer protocol makes it possible tonsfer files between

computers on the Internet. By using FTP you cameonto another

computer and bring a file from it down to your lbbast computer. You

can transfer just about any kind of file but youstiknow the names and
locations of whatever files you want to get. Bitedi like databases,
graphics and software are usually transferred WwitR.

In order to use FTP you must have the client prograyour computer.

It is this that will request the server program FarP service. The FTP
directory is organized in a hierarchical file sture. It starts with the root
directory that branches into subdirectories. THelgectories are divided
into smaller units. With the huge number of FTBsia form of catalogue
is necessary to help find out what information vaitble and where.

Archie (for Archives) provides this aid. By searafiArchie, you can find

files on the Internet.
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3.8 Wide Area Information System (WAIS)

The wide area information system (WAIS) is an In&trresource
specifically or indexing and accessing the vastest@f information on

the Internet. WAIS ties up everything togetherJudag text, electronic

books, freelance articles, image and graphics, doamail addresses,
email messages, contributions to a discussionpdaés and so forth, in
indexes that are continuously updated and, stovedhie purpose of
retrieval. Indexing is done by keyword, that i gignificant words in a,
piece of information. Any of the WAIS sites in therld is accessible
through a client WAIS program, which links the usethe host server
program. WAIS may be accessed in either of two waysiser may

connect directly to a WAIS site using his client V&program; or he may
access WAIS server through Gopher or the World Witish.

3.9 World Wide Web (www)

The World Wide Web (www) or simply the web, is tinain information
retrieval resource of the Internet. In several wéys web has something
in common with Gopher. They were developed abdw, dame time
(Gopher in the United States and the web in Swénéd). The intention
was the same: namely, "to provide a single interfacmany different
kinds of information and to be able to link thergdther.” However, the
web added a very useful feature called hypertexhypertext may be
defined as a document that contains referencesin&s [to related
documents. That means that every piece of infoonati the web has
links to other documents that contain similar infation. A user can
follow these links and retrieve considerable amaimbhformation.

The web was released in 1991 the same year as Gépben 1993, the

web started gaining attention worldwide with thev&lepment of two

browsers (programs providing an interface for asiogsthe web) namely
MOSAIC and Lynx. MOSAIC is a graphical interfaceitfwmenu screen
and little picture frames representing the optiawnailable for selection).
MOSAIC was developed at the University of lllinaisthe United States,
and it became a very popular client program. lualty went beyond

hypertext to multimedia capability. Along with theks between related
documents, pictures, sounds, and even movies weoeporated. Besides
MOSAIC and Lynx, other client programs have sincene into the

market. For Windows environment, the most popuiants currently are

Netscape and Microsoft Internet Explorer. InterB&plorer users are
familiar with two popular search engines called ¥ahand Google.

Like many of the other Internet facilities, the wisbbased on what is
called a client/server architecture or model. Thent program is the

program that is running in your computer. It takesir requests to the
server program, which is running in the computet ffrovides the web
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service you want. The client program retrieves ithi@rmation and
displays it on your screen. Searching can be dgrigding in either the
name of the web site or the key words of the sulgkmterest.
The name of a web site is called Universal Resouomator (URL). A
URL is made up of method, host computer, and patiend he method is
the kind of protocol used to retrieve the documEnt. web document in
HTML format the method is “http". For Gopher docurmse and
directories it is "gopher” while for FTP connectibnis “ftp". Examples
of URLs are

www.facebomdm
http: //www.wau.org/reseach
gopher: //[gopher. mudge.com/list ftp: //ftp.univcubprojects

The host computer is the computer that stores nf@mation being

requested. The specification of the host compuggyins after the two
forward slashes and ends before the first singledad slash. From the
first single slash to the end is the pathname, wiscmade up of the
directory (and perhaps a series of subdirectoard)the files.

Since we mentioned something about HTML format,ugtexplain it.

HTML means Hypertext Mark-up Language. There is tiodion of

"marking up". What actually happens is that theesofibr formatting and
linking are imbedded within the text. The text, alnicontains links to
other documents or part of the same document,uallysunderlined or
highlighted in another colour. One has to click the underlined or
highlighted text to follow the link.

An important question that requires some attenkiere is "How do |
know the addresses of web sites? This is reallproblem. These days
most organizations that have a web site supply theb site address in
their documents. Many Internet guides also canmgatiories of web sites
though they are far from being comprehensive. if kpnow the web site
address you need to search, you are in ordeowelier, you do not know
any address, you are still in order. In this case kave to search by
subject, using keywords or concepts just the sameywwu search library
catalogues or databases with appropriate subjeosterhen you do not
know the authors or titles of particular documents.

Self-Assessment Exercise
Answer the following questions about Internet eatail:
1. What is the Internet fondly called?

A. The global network

B. The network of networks

C. The world web
D. The digital highway
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2. What do you need to use electronic mail service?
A. Only a computer
B. An account with ISP, telephone line, compuigh modem
C. Only internet connection
D. Only an email address

3. What does URL stand for and what are its compis?e
A. Universal Resource Locator; method, host aaterp pathname
B. Universal Retrieval Language; protocol, serfiee
C. Uniform Resource Link; address, locatiore fil
D. Universal Reference Library; catalog, indéacument

4. What is the main advantage of the World Wide Weér Gopher?
A. It's faster
B. It added hypertext feature allowing links\eeén related documents
C. It's cheaper
D. It's more secure

5.0 CONCLUSION

This unit has exposed you to the information resesiron the Internet.
You should now be able to explain what the Inteisguse electronic
mail, identify web site addresses, and describerathportant facilities
on the Internet.

6.0 SUMMARY

With this unit, you have now completed your coursaterials on
information retrieval. In the next two units youlMearn how to evaluate
information storage and retrieval systems.

7.0 REFERENCE/FURTHER READING

Keiko, Pitteret al. (1995). Every Student's Guide to the Internisew
York: Mcgraw-Hiill.

131



IFT 232 INFORMATION STORAGE AND RETRIEVA

UNIT 2 EVALUATION OF INFORMATION SYSTEMS AND
SERVICES
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1.0 INTRODUCTION

In the previous units, you learnt the principled aractice of information
storage and retrieval. In this unit (and in the thvag will follow) you will
learn how to evaluate information retrieval systemnd services.

2.0 INTENTED LEARNING OUTCOMES

At the end of this unit, you should be able to:

Explain the purpose of evaluation

Define evaluation of effectiveness

Enumerate and explain evaluation criteria
Describe the steps in an evaluation programme.

ANANENEN

3.0 MAIN CONTENT
3.1 Purpose of Evaluation

Every information system is under continuous ev#dna The evaluation
may be formal or informal. In an informal way, tiigers or those who are
supposed to benefit from an information system lsuassess the
services being provided and decide whether theywarth the cost in
money, time or effort demanded. A formal evaluatiprogramme
demands some systematic approaches based on accwasurements.
A formal evaluation could be carried out at fowdks, namely:

I. Evaluation of effectiveness

ii. Evaluation of benefits
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iil. Evaluation of cost-effectiveness
iv. Cost-benefit evaluation.

3.2 Evaluation of Effectiveness

The aim of evaluating effectiveness is to deterntirgeextent to which a
service meets the need of its users. The probles iedghat we do not
often know the exact needs of the intended useranofnformation

service. What are often known and measured areddmands or
expressed needs of a user group. The unexpressaimr needs of the
current users and the needs of the intended udevsave hot currently
using the service are usually not known and sopatréaken into account.

Evaluation of effectiveness is basically a consitlen of user
satisfaction. Evaluation criteria include cost, déinguality, availability,
and accessibility.

SELF-ASSESSMENT EXERCISE

What is the purpose of effectiveness evaluation7atWit the major
problem of the usual approaches to the evaluafi@ffectiveness?

Cost: The first consideration is the financial commitmesers have to
make to enjoy a service. They may have to payubseription, searches,
or supply of documents. The issue here is to assesst in: relation to
the benefits of the service. The cost must be tede reasonable from
the point of view of users.

A second consideration in cost implication is tHre demanded of
users. The service may require that users putteffter learning the use
of it. Experience shows that the amount of effeguired to learn to use
a service could be a critical factor in the amaafnise of the service. The
effort required to learn the intricacies of thevses or interface with the
system is one thing. Another is the effort in attyuasing the system. For
instance, how much effort would a user put intcearshing section in
order to retrieve a fair amount of information? Bdolee system provide a
transparent interface to a number of databasestbatkhe user does not
have to try to access each database separately® argereally having
easier time now than previously in searching midtgatabases through
online or CDROM retrieval systems. The format of iaformation
product may also require some effort to use thelyrb For instance, a
document in microform is far less convenient to thea one in printed
form. Whether or not a service will be used magddy depend on the
ease of using it.
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SELF-ASSESSMENT EXERCISE
List the cost considerations mentioned in thisieact

Availability: user is not just interested in knowing that adrigrhas the
information sources that he needs or satisfied withandsome list of
references retrieved from a database. He certagdys these as a first
step. His real desire is to get the documents. |Alvdity is about placing
the physical documents at the disposal of the dseilability in a library
may be a function of coverage or size of collectiorotherwise that of
circulation factors. Many libraries in developinguntries are usually
inadequately equipped. They acquire a negligiblepprtion of the
materials in their areas of mandate. So, users ra®Bly find enough
materials to satisfy their needs. The richer lilmspften have more users
than they can provide for. With the greater levieticculation, materials
are very often out on loan, and physically not de. Computer-based
databases have until recently concentrated on girayijust references.
Some also provided abstracts. An abstract is one istep towards the
full information in a document. After reading thies&ract, the user may
want to have the full document. The level of fragtin in not being able
to get the physical documents indicated in a bgsaphic retrieval is very
high for information users in developing countriéisis interesting to
know that full texts are being included in more amoke databases, most
of which are available in CD-ROM.

SELF-ASSESSMENT EXERCISE

What are the constraints to availability of docuitserspecially in
developing countries?

Accessibility: Accessibility as an evaluation criterion takes toacern

for user's satisfaction beyond availability. Theesion here is, "How
easy is it for a user to gain entry to a systenther location of the
information products or documents?” Accessibilgyaften reduced by
security measures or unsuitable hours of operatiwninconvenient
location.

SELF-ASSESSMENT EXERCISE

Discuss the factors that create accessibility @bl

Time: When considering time factors, the question W long does
the requester for information have to wait?” If; fiastance, the request is
for bibliographic retrieval, how long will he have wait to receive the
references? This is a pertinent question in a tsman which searches
are made for users, and usually in batches. Waiing still comes up
with online services when users have to queue wséothe system. At
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the present stage of, development of online cormmestin Nigeria,
especially Internet services, queuing to use theices is a familiar
phenomenon.

Requesters for documents also have to wait foringrgngths of time to
receive the documents. Instances of long waitingode are usually
associated with retrieving documents that are metctly accessible to
users. The staff on duty may be over-stretchednasaigl have to collect
requests in batches or otherwise fetch documeriatohes. Much longer
waiting periods are associated with services irctvimaterials have to be
recalled from one user in order to meet the neexhother.

The term "precision” refers to the extent to which items retrieved are
actually relevant. We found earlier that varioudexing factors could
create situations in which documents that are agmal interest to a need
or that are completely irrelevant may be retrievéhen evaluating
retrieval performance of a system, the question the"What proportion
of all the items that are retrieved are really vatg to the need intended
to be met?" Let us consider a case when a litexaearch generated 80
items. If the requester finds only 20 out of theetevant, then the
precision ratio is 25%.

The relationship between system relevance predietia user relevance
decisions is illustrated by Lancaster in the tdi#&w. A matrix of the
two creates four quadrants (a, b, ¢, d). To evearah strategy the
systems decides what items of the database avantlend retrieves them
(a + b) while holding back the rest (c + d). Therusan also see the whole
contents of the database as comprising what igsaetdo his search (a +
c¢) and what is irrelevant (b + d).

Ideally, the system ought to retrieve all the ral@vitems namely a + ¢
and exclude b + d. But, the system is not perfect so it correctly
retrieves a and correctly rejects d but erroneouslyieves b and
erroneously rejects c. If, indeed, it retrieves a, then the recall ratio
would be 100%, but since it retrieves only a, ttienrecall ratio is:

a

atc

That is number of relevant document retrieved X 0 IDotal
number of relevant documents in the collection

Ideally b, which is just noise, should be zero. fTlwauld mean 100%
precisely ratio. However, b is rarely zero andghecision ratio is:
b

a+b

That is, Number of relevant documents retrieved x 00 1
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Total number of documents retrieved

Table 1: Results of a Literature Search (Lancastet999ja+b+c
System User relevance decisions

relevance Total
prediction

<&

Relevant Relevant

v

Not Relevant

Retrieve a (hits) p (noise) a+b
Not
Relevant  [Not Retrieved ¢ d Correctly
(Misses)
Rejected c+d
Total a+cC b+d

The precision ratio and recall ratio express thiering capacity of a
retrieval system that is the ability to retrieveatts needed and hold back
what is not. It must be noted that recall and @ieai tend to be related
inversely; the higher the recall ratio, the lowss precision ratio and vice
versa.

Indexing: Indexing factors play a very important role in gfexformance
of a retrieval system, and so they should be inyatgd in an evaluation
project. The following factors should be considered

a. Degree of Vocabulary Control

Vocabulary control or lack of it has a number opliwations for search
formulation. If there is strict control, then theeu is obliged to use only
the terms allowed. The use of natural languagesgivech more freedom
of choice of search terms, but the user must be #&blformulate

appropriate search strategies using all possibiestancluding synonyms
and near-synonyms, for a good output.

b. Specificity of Vocabulary
Specificity is an important factor in precision.elgreater the level of

specificity, the greater is the level of precisidfsing broader terms as
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indexing terms allows more items to be retrievad,rhany of the items
are not likely to be relevant.

C. Exhaustivity

Exhaustivity is a measure of number of index teseiected for any one
document. The more terms that are selected, tregegris the likelihood
that a given document will be retrieved. Howevies hecessary to ensure
that concepts that are only marginally or supefigitreated, are not
selected, otherwise the quality of output in teahprecision will suffer.

d. Accuracy and Consistency

The integrity of an information retrieval systenpdads to a large extent
on the accuracy and consistencies of the indexpegation. Accuracy is

a measure of the extent to which the, indexingas from indexer errors.

Indexer errors are of two types:

omission of terms that are necessary to descriperi@nt aspects
of the documents

use of terms that are inappropriate to the sulottte document.
The implications of these errors for retrieval pemfiance are quite
obvious. Omissions normally lead to recall failureghat is, the
documents for which important terms are omittednfrihe indexing are
likely to remain unretrieved in a number of seasctee which they are
actually very relevant. The use of inappropriatenon-specific terms
could cause either the retrieval of irrelevant gefprecision failures) or
make it impossible to retrieve the affected docusdrecall failure).
Therefore, indexing errors should be investigated.

Consistency is the extent to which two or more x&ile agree on the
choice of terms needed to represent the subjedemat a particular
document (inter-indexer consistency) or the extentvhich the same
indexer, at different times, agrees with himselitioa choice of terms to
represent the subject matter of some document afinttexer
consistency). The consistency achieved by a groupndexing a
particular collection of documents is influenced byany factors,
including:

The exhaustivity of the indexing

The type of vocabulary used

The size and specificity of the vocabulary

The experience and training of the indexers

The subiject field of the documents

The types of indexing and provided (Lancaster 1979)
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e. Searching aids

The retrieval performance could be enhanced withlsie searching aids,
especially a thesaurus.

3.4 Steps in an Evaluation Programme
The major steps involved in an evaluation progrananeeas follows:

a) defining the scope of the evaluation

b) designing the evaluation programme

C) execution of the programme

d) data analysis and interpretation of results
e) modifying the system or service.

Defining the scope of the evaluation

The definition of the scope of the evaluation pemgme involves the
preparation of the set of questions that the evalugorogramme is
intended to answer. The definition of scope is adg a statement of
what is to be learnt through the study. It is aglihe definition of scope
that the evaluator will design the evaluation pamgme.

Designing the evaluation programme

The design of the evaluation programme involvespieparation of a
plan of action for the purpose of gathering thedatnswer the questions
raised in the definition of scope. For each quesitiothe definition of
scope, the evaluator must determine how to cdltectiata needed. Some
qguestions may require that data be collected froengystem as it is
presently, while some other questions may requineesmodifications in
aspects of the system to make it possible to gendin@ kind of data
needed. So, while some questions dictate a systemad controlled
observation of the system, others will require vesifablished procedures
of experimental design.

Execution of the programme
It is at the stage of execution of the evaluatioat data are collected. A
pilot form of data collection may be needed to daie the methods for

data collection and analysis. Data collectionkslif to take considerable
amount of time.
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Data analysis and interpretation of results

The task in data analysis is to reduce and marigptit@ data in a way to
answer or contribute to the answering of the qaestior which they were
collected. When he has finished data analysiseviaéuator must present
his results in a report that explains the result$ the significance of the
findings as well as make recommendations for theravement of the

system.

Modifying the system or service

In the light of the result of the study, some mimdifions may have to be
made on the system or service that was evaluatédledst the
recommendations made should be carefully considerddmplemented.
Self-Assessment Exercise

Choose the most appropriate answer:

1. What are the four levels of formal evaluatiomtened?
A. Basic, intermediate, advanced, expert
B. Effectiveness, benefits, cost-effectivenessi-benefit
C. Input, process, output, feedback
D. Technical, social, economic, political

2. What does recall ratio measure?
A. Speed of retrieval
B. The extent to which all relevant documentsratrieved
C. Cost of the system
D. User satisfaction

3. What does precision ratio measure?
A. Speed of retrieval
B. Cost effectiveness
C. The extent to which retrieved items are dbtualevant
D. System reliability

4. What are the main steps in an evaluation progra?n

A. Planning, implementation, review

B. Defining scope, designing programme, exeautidata analysis,
system modification

C. Start, middle, end

D. Input, processing, output

139



IFT 232 INFORMATION STORAGE AND RETRIEVA

5.0 CONCLUSION

In this unit you have been introduced to the evadnaof information
retrieval systems and services. Now you shouldlide o explain the
purpose of evaluation, define evaluation of effeatiess, enumerate and
explain evaluation criteria, and describe the stapsan evaluation
programme.

6.0 SUMMARY

This unit introduced the topic of evaluation andrthreated at length the
issue of evaluation of effectiveness. The next wilittake you to other
areas of evaluation.

Possible Answers to Self-Assessment Exercise

1. B - Effectiveness, benefits, cost-effectivenesst-benefit

2. B - The extent to which all relevant documemésratrieved

3. C - The extent to which retrieved items are abtfuelevant

4. B - Defining scope, designing programme, exectdata analysis,
system modification

7.0 REFERENCE/FURTHER READING

Lancaster, F. W. (1979nformation Retrieval Systems: Characteristics,
Testing and EvaluatiorNew York: Wiley.
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1.0 INTRODUCTION

In the last unit you were introduced to the purpo$esvaluation of
information systems and services. This unit wilhgrour overview of the
subject matter to completion.

2.0 INTENDED LEARNING OUTCOMES
At the end of this unit, you should be able to:

Explain the meaning of cost effectiveness

Explain the purpose of cost-effectiveness evaluatio
Describe the steps involved in cost-effectivenesdysis
Explain the meaning of benefits

Explain the meaning of cost-benefit evaluation
Distinguish between relevance and pertinence.

ASANENENENEN

3.0 MAIN CONTENT
3.1 Evaluation of Cost-Effectiveness

Cost effectiveness is the relationship betweenl le@erformance and
the costs involved in achieving it. Cost-effectiges evaluation,
therefore, aims at relating measures of effectigerte measures of cost.
The usual procedure is to, cost all the alternatnthods that could be
adopted to obtain a desired level of performanoel, then determine
which method is least expensive.

The determination of costs could be quite complsually the cost of an
information service comes at the input stage s@tis¢ can be measured
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in terms of input of resources. Under cost, we waded to consider both
the costs that are relatively fixed, such as pwela rental of equipment,
developmental costs, acquisition of database, indezosts, as well as
costs that are relatively variable. Costs may bealke either because of
variable number of transactions or as a resulthahges in the mode of
operation of the system. Examples of changes imibae of operation of
retrieval system include shifts in emphasis in th@des of interaction
with users, modes of interaction with the databaddijng or eliminating
some output manipulation tasks, and changes ipribfessional level of
the personnel conducting the searches.

We can actually define evaluation of cost effecia®s as a study of the
extent to which available resources are so allocHtat the maximum
possible return is achieved for the investment mAdmst effectiveness
analysis is done to determine which is the leagiergive of several
alternative methods for achieving a particular l®feservice.

The cost effectiveness of a service can be improvag can be done
either by maintaining the present level of perfoncebut reducing the
cost of achieving it, or by keeping costs constaritraising the level of
performance. The cost effectiveness would also awvgrif it were
possible to raise the level of performance whitkugng costs.

Steps in cost-effectiveness analysis

Hitch and McKean (1960) proposed the following fisteps in cost-
effectiveness analysis.

definition of objectives

identification of alternative methods
determination of the costs of the alternatives
establish cost-effectiveness models
establishing a criterion for ranking the alternasiv

®o0TO

The performance objectives that must be met mustdag and precisely
stated. There must be several methods of meetriy @agective. These
must be identified.

An assessment of all the costs associated with alemative method
must be done. Here, we have to have one or morelstduat relate the
costs of each alternative to an assessment ofxiemteto which each
could assist in attaining the objectives. The mededy take the form of
mathematical expression or simply verbal formulatio

It is necessary to rank the alternatives in ordetesirability so that the
most promising can be chosen. The criterion shprdd@ide a method of
weighing estimated costs against estimated efiecéss.
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Cost effectiveness and indexing policies

a. The amount of time expended, on the average, imthexing of
a document.

b. The level of exhaustivity adopted in indexing, tigatthe number
of index terms assigned, on the average, per item.

C. The professional level of personnel used in indgxin

d. The need for an indexing revision procedure.

Experience shows that the decision on the mostogpiate level of
exhausitivity to adopt is perhaps the most diffiquioblem with respect
to indexing policy. The difficult question is, "Homany index terms, on
the average, should be used?" The more exhausteventlexing, the
greater the recall of the system is likely to bat, then the precision will
likely decline. Given any set of documents, indexduage, and requests,
there is an optimum level of exhaustivity of indexi A cost effectiveness
analysis makes it possible to find this optimunelethat is, the point of
diminishing returns after which the addition ofther terms is largely
unproductive.

The time allowed for indexing a document has anlicapon for both
exhaustivity and indexing accuracy. More time iguieed for a greater
level of exhaustivity. The indexer is likely to neaknore errors if he has
to index more documents in a given period of tilke we have already
said, such errors will include omission and theigaseent of
inappropriate terms. A cost-effectiveness analyslating to indexing
time must take into account the effects of timewadince on exhaustivity
and accuracy. Another related question is the 1s@gef®r an indexing
revision process, that is, the review of the wdréree indexer by a second
person. The necessity of this depends on:

a) the amount of error occurring in the unrevised xiig

b) the amount error that is corrected by the revisiparation

C) the estimated effect of indexing error, revised ancevised, on
retrieval performance

d) the cost of revision.

The level of personnel required to undertake thaexmg is another
aspect of the indexing process that requires dtestteveness analysis. It
is an obvious fact that the higher the professidtsadl, of the indexer,
the higher the indexing cost. How professionallgldied or how senior
must the indexer be? This depends on:

The complexity of the subject matter being handled.

a. The type of index language used. Free keywordxinge
may require less skilled indexer than the use dhssification schedule
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or a combination of relational indicators. It ismyonoting that more and
more journals now require authors to

supply keywords for their articles.

b. The exhaustivity and specificity of the indexinghe
greater the technical detail indexed, the gredter rieed for subject
expertise.

C. The stage of system development. In a system using
controlled vocabulary and at the early stages i itidexing of a
collection, virtually every indexing decision thatmade is intellectual.
However, with time, the authority file that has beeeated and the entries
in vocabulary provide adequate guide such thatdkifiss required in the
indexing process.

d. The quality of tools provided to aid the indexinggess.

e. The quality of the indexing training programme.

Cost-effectiveness analysis of the indexing aspdcan information
retrieval system could be done by having various & documents
indexed by personnel of different levels and conmggathe resulting
indexing with a standard indexing for the test doeats.

Trade-off between input and output costs

Cost-effectiveness analysis of an information sysitevolves a study on
payoff factors, trade-offs, break-even points, a@nainishing returns.
Cost-effectiveness analysis may be carried out epe@s of an
information system, including database, indeximglex language and
searching procedures. We do not intend to destitdeost- effectiveness
analysis on all these aspects. It will be enoughdescribe the
considerations in cost-effectiveness analysis enrtlexing subsystem.

Almost invariably, economies in input proceduresiieincreased burden
in the output procedures and, therefore, increaeatput costs.
Conversely, greater attention to input proceduessilting in increased
input costs, normally leads to improved efficieraoyd reduced output
costs. Lancaster enumerated a number of otheraffagdencluding those
between a carefully controlled and structured indeguage and free se
of uncontrolled key words.

The controlled vocabulary requires effort in coustion and
maintenance and is more expensive to apply in indext takes longer,
on the whole, to select terms from a controlledamdary, which may
involve a lockup operation, than it does to asskgywords freely.
Moreover, keyword indexing may require less quadifpersonnel than
the use of a more sophisticated controller vocalpul@he controlled
vocabulary, however, saves time and effort atithe bf output. Natural
language or keyword searching, without the benefita controlled

144



IFT 232 INFORMATION STORAGE AND RETRIEVA

vocabulary with classification structure puts irased burden on the
searcher, who is forced to think of all possibleysvais subject interest
could be expressed by keywords or natural langtexges. In the same
way, the uncontrolled use of keywords may leadeduced average
search precision and thus may require additiorfattedind cost in output
searching.

3.2 Evaluation of Benefits

The aim of benefit evaluation is to determine whgiact an information
service has on its users. The evaluator wantsitbdut to what extent the
users are benefiting from the service. The difficuhat goes with the
evaluation of benefit is that benefits cannot gadie reduced to
guantitative terms. Evaluation of benefits thereftands to be subjective
unlike evaluation of effectiveness, which is based objective
guantitative measures. It seems reasonable to aghatthere is a direct
relationship between the effectiveness of a seraiu its benefits. For
instance, it could be assumed that a communitysefuis deriving more
benefits from a service that is 90% successful éeting the demands of
the users than if it were only 40% successful.

Self-Assessment Exercise
Answer the following questions:

1. What is cost effectiveness?

A. The lowest possible cost

B. The relationship between level of performaacd costs involved in
achieving it

C. The highest performance only

D. The most expensive option

2. What are the five steps in cost-effectivenesdyars according to Hitch
and McKean?

A. Plan, do, check, act, review

B. Definition of objectives, identification oftarnatives, determination
of costs, establish models, establish rankingreaite

C. Start, analyze, implement, evaluate, conclude

D. Input, process, output, feedback, control

3. What is the difference between relevance antiheeice?

A. They are the same thing

B. Relevance refers to document-request relstipnwhile pertinence
refers to document-information need relationship

C. Pertinence is more important than relevance

D. Relevance is subjective while pertinencebgctive
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4. Why are cost-benefit studies difficult to caoyt?
A. They are too expensive
B. Benefits are generally more difficult to meresthan effectiveness
C. They take too long
D. They require special equipment

3.3 Evaluation of Cost Benefit

Cost benefit is the relationship between the bénefia particular product
or service and the cost of providing it. Benefite generally more
difficult to measure than effectiveness. In a comuaé sense, however,
benefits are understood to be return on investniaritthen, there are
many benefits that are not, as tangible as thato#-benefit study is
aimed at exploring the relationship between theebenof a service and
the cost of providing it. With the difficulty of nasuring benefits, cost
benefit studies are usually not easy to carry out.

Some possible criteria for establishing a cost-beratio for information
services include:

a) Cost savings through the use of the services agpared
with the costs of obtaining needed information ocuments from other
sources.

b) Avoidance of loss of productivity that resultsnformation
sources were not readily available.

C) Improved decision making or reduction in the lewél
personnel required to make decisions.

d) Avoidance of duplication or waste of research and
development efforts on projects which either, hbgen done before or
have been proved infeasible by earlier investigator

e) Simulation of invention or productivity by makiagailable
the literature on current developments in a pdadictield (Lancaster
1979).

With the difficulties involved in measuring bensfih quantitative terms,
most of the studies on assessment of benefits baga restricted to
asking users their opinions about the benefithefservices provided. A
guestionnaire on user perception could generafeludza but the results
cannot be said to be completely objective.

3.4 Relevance and Pertinence
It must be noted that relevance judgments madehenbasis of the

relationship between the, documents retrieved aqdest statements do
not really tell us anything about the degree otess achieved in meeting
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the information needs of users, whether we consldetual" need or
"recognized" needs. There is a difference betwemument- request
relevance judgments made by intermediaries or evpanel of judges
and documents-information need value judgments rbgdke requester
himself. Certainly only the requester can decideetér or not a
particular document contributes to the satisfactdrhis information
need. We could use the term "relevance" to refarationship between
a document and a request, based on the subjeeitsgah of one or more
individuals; and pertinence to refer to a relatfopdetween a document
and an information need. The decision, in this cesmade exclusively
by the person having the information need.

4.0 SELF TEST EXERCISE

Write a report of between four and six pages on 'BAperience with

Searching the Internet.” For the purpose of thsgasnent you are to
search "Internet for Information Industry in Afrita’ou are to evaluate
your research result as well as the capabilityheflhternet to meet your
information need. Your evaluation should include:

cost of the service

cost effectiveness
availability of information
adequacy of information
response time

quality of service.

5.0 CONCLUSION

In this unit, you have learnt a number of evaluatimeasures and
procedures. You should be able to explain the nmgarof cost

effectiveness and the purpose of cost-effectiveegatuation, describe
the steps involved in cost-effectiveness analysiplain the meaning of
benefits and cost-benefit evaluation, as well astirdjuish between
relevance and pertinence.

6.0 SUMMARY

This unit has brought to a close our consideratbnhe elements of
evaluation of information systems and servicess Tmit also brings to
completion your introductory course work in informoa storage and
retrieval. You are now ready to proceed to the mdr&anced course work
in this area.
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Possible Answers to Self-Assessment Exercise

1. B - The relationship between level of perforneaad costs involved
in achieving it

2. B - Definition of objectives, identification ofalternatives,
determination of costs, establish models, estabdigking criteria

3. B - Relevance refers to document-request relsitigp while pertinence
refers to document-information need relationship

4. B - Benefits are generally more difficult to reaee than effectiveness

7.0 REFERENCES/FURTHER READING

Hitch, C. J. & McKean, R. (1990)The Economics of Defense in the
Nuclear Age Cambridge, Mass.: Harvard University Press.

Lancaster, F. W. (1979nformation Retrieval Systems: Characteristics,
Testing and EvaluatiarNew York: Wiley.

148



